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Introduction by the Organisers

Recent years have seen a new wave of results on quadratic forms and projective homogeneous varieties over semisimple algebraic groups. This development can be traced back at least in part to the introduction of methods from stable homotopy theory into the field, culminating in Voevodsky’s proof of the Milnor conjectures and the proof of Rost and Voevodsky of the Bloch-Kato conjecture. As central as these two results are, the progress in the field is not limited to this. The introduction of new cohomological methods spawned by the push to prove the Milnor- and the Bloch-Kato conjectures has transformed the study of projective homogeneous varieties.

Much of this new impetus is due to the systematic extension of well-known cohomological techniques from algebraic topology, such as cohomology operations, to the setting of algebraic geometry. These tools are in turn descendants of the recent research in cohomology theories of algebraic varieties, including the universal oriented theory, algebraic cobordism, as well as a number of newly studied unoriented theories, such as hermitian $K$-theory, Witt theory and symplectic cobordism.
The aim of the workshop *Algebraic cobordism and projective homogeneous varieties* organized by Stefan Gille (Edmonton), Marc Levine (Essen), Ivan Panin (St. Petersburg), and Alexander Vishik (Nottingham) has been to bring together researchers in the theory of projective homogeneous varieties with researchers working on cohomology theories of algebraic varieties, so that the latter can learn about the needs in an area of successful applications of these abstract theories and the former can see the latest tools.

The workshop has been attended by about 50 researchers from Europe, North- and South-America and Asia, about 1/3 of them working on motives and/or $\mathbb{A}^1$-homotopy theory, 1/3 on quadratic forms and related topics as algebraic groups and projective homogeneous varieties, and 1/3 in both of these areas. There have been 20 one hour talks. As was the intention of the workshop the organizers have taken some effort to keep the balance between talks which presented latest developments in motivic cohomology or $\mathbb{A}^1$-homotopy theory, and talks which discussed recent applications to projective homogeneous varieties. New and strong results have been reported, which caused active discussion and interaction among the participants. New scientific connections and collaboration groups were formed.

*Acknowledgement:* The MFO and the workshop organizers would like to thank the National Science Foundation for supporting the participation of junior researchers in the workshop by the grant DMS-1049268, “US Junior Oberwolfach Fellows”. Moreover, the MFO and the workshop organizers would like to thank the Simons Foundation for supporting David B. Leep in the “Simons Visiting Professors” program at the MFO.
Workshop: Algebraic Cobordism and Projective Homogeneous Varieties

Table of Contents

Philippe Gille
  *Serre’s conjecture II for semisimple groups of type $E_7$* .................. 219

Grigory Garkusha (joint with Ivan Panin)
  *Framed motives of algebraic varieties* ........................................... 220

Patrick Brosnan (joint with Timothy Chow)
  *The Shareshian-Wachs Conjecture* ............................................... 222

Nikita Karpenko
  *Grothendieck ring of maximal orthogonal Grassmannian* ................... 226

Olivier Haution
  *On $p$-group actions on smooth projective varieties* ....................... 228

Stephen Scully
  *Isotropy Problem for Quadratic Forms over Function Fields of Quadrics* 230

Alexey Ananyevskiy (joint with Marc Levine, Ivan Panin)
  *Stable operations in derived Witt theory and motivic Serre finiteness* ... 233

Marc Hoyois (joint with Aravind Asok and Matthias Wendt)

Kirill Zaynullin (joint with B. Calmès and A. Neshitov)
  *Motives of twisted flag varieties and modular representations* .......... 236

Thomas Hudson (joint with Tomoo Matsumura)
  *Segre Classes and Kempf–Laksov formula for algebraic cobordism* ...... 237

Marco Schlichting
  *Homology stability for special linear groups and Euler classes of projective modules* .......................................................... 240

Karim Johannes Becher
  *Linkage properties for fields* ..................................................... 241

Jeremiah Heller (joint with David Gepner)
  *Endomorphisms of the equivariant motivic sphere* .......................... 242

Changlong Zhong
  *Hecke-type algebras and equivariant oriented cohomology of flag varieties* 244

Tom Bachmann
  *The Hurewicz and Conservativity Theorems for $\text{SH}(k) \to \text{DM}(k)$* 247
Ahmed Laghribi (joint with Roberto Aravire and Manuel O’Ryan)
   Differential and Quadratic Forms in Characteristic Two ............... 248

Nikita Semenov (joint with Victor Petrov)
   Equivariant motives of homogeneous varieties ............................ 251

Anastasia Stavrova
   Transfers for non-stable $K_1$-functors of classical type ................ 252

Pavel Sechin
   Chern classes for Morava $K$-theories ............................... 256

Mikhail Borovoi (joint with Zachi Evenor)
   Galois cohomology of simply connected real groups, and generalized
   Reeder’s puzzle .............................. 259
Serre’s conjecture II for semisimple groups of type $E_7$

Philippe Gille

Serre’s original conjecture II (1962) states that the Galois cohomology set $H^1(k, G)$ vanishes for a semisimple simply connected algebraic group $G$ defined over a perfect field $k$ of cohomological dimension $\text{cd}(k) \leq 2$ [10, §4.1]. In other words, it predicts that all $G$-torsors (or principal homogeneous spaces) over $\text{Spec}(k)$ are trivial. Serre extended the conjecture to imperfect fields in 1994 [10, II.3.1] and we discuss implicitly here that conjecture.

For example, if $A$ is a central simple algebra defined over a field $k$ and $c \in k^\times$, the subvariety $X_c := \{\text{nrd}(y) = c\} \subset \text{GL}_1(A)$ of elements of reduced norm $c$ is a torsor under the special linear group $G = \text{SL}_1(A)$ which is semisimple and simply connected. If $\text{cd}(k) \leq 2$, we expect then that this $G$-torsor is trivial, i.e. $X_c(k) \neq \emptyset$. By considering all scalars $c$, we expect then that the reduced norm map $A^\times \to k^\times$ is surjective.

For function fields of complex surfaces, this follows from the Tsen-Lang theorem given that the reduced norm is a homogeneous form of degree $\text{deg}(A)$ in $\text{deg}(A)^2$-indeterminates [10, II.4.5]. The general case of the surjectivity of reduced norm maps was established in 1981 by Merkurjev and Suslin [12, th. 24.8]. This fact characterizes essentially the fields of cohomological dimension $\leq 2$ (and more generally fields of separable cohomological dimension $\leq 2$).

Throughout its history, the evidence for and progress towards establishing conjecture II has been gathered by either considering special classes of fields, or by looking at the implications that the conjecture would have on the classification of algebraic groups.

From the groups point of view, the strongest evidence for the validity of the conjecture is given by the case of the classical groups (and type $G_2$ and $F_4$) established in 1995 by Bayer and Parimala [1] (and also Berhuy/Frings/Tignol for the generalization to imperfect fields [2]).

From the point of view of fields, we know that the conjecture holds in the case of imaginary number fields (Kneser, Harder, Chernousov see [9, §6]), and more recently for function fields of complex surfaces. For exceptional groups with no factors of type $E_8$, the relevant reasonings and references are given in [4]. A general proof for all types using deformation methods was given recently by He/de Jong/Starr [8]. This result has a clear geometric meaning: If $G/\mathbb{C}$ is a semisimple simply connected group and $X$ a smooth complex surface, then a $G$-torsor over $X$ (or a $G$-bundle) is locally trivial with respect to the Zariski topology.

For exceptional groups (trialitarian, type $E_6$, $E_7$ and $E_8$), the general conjecture is still open in spite of some considerable progress [3, 4, 5]. In the talk we discussed our approach of the conjecture by means of the study of cohomology classes arising from finite diagonalizable subgroups. The precise statement is the following.
Theorem Let $G/k$ be a semisimple simply connected group satisfying the hypothesis of the extended conjecture II. Let $f : \mu_n \to G$ be a $k$-group homomorphism. Then the induced map
\[ f_* : k^\times / k^{\times n} \to H^1(k,G) \]
is trivial.

If $\mu_n$ is central in $G$, this follows from the norm principle [5, th. 6] (or [6, th. 5.3]). The new thing is then the generalization to the non-central case. This result shall appear in the monography in preparation [7]. It is a key ingredient for proving the Serre’s conjecture II in the $E_7$ case.
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**Framed motives of algebraic varieties**

GEORGE GARKUSHA

(joint work with Ivan Panin)

In [7] Voevodsky developed the machinery of framed correspondences and framed (pre)sheaves. Based on the theory, we introduce and study framed motives of algebraic varieties in [3] as well as linear framed motives in [4]. Framed correspondences form a category, denoted by $Fr_*(k)$, whose objects are those of $Sm/k$ (smooth separated schemes of finite type over a field $k$). Morphisms between $X,Y \in Sm/k$ are given by $\bigsqcup_{n\geq 0} Fr_n(X,Y)$, where each $Fr_n(X,Y)$ consists of framed correspondences of level $n$ in the sense of Voevodsky [7]. In order to get
zero object in $Fr_+(k)$, we slightly modify the category by gluing empty correspondences $\{0_n \in Fr_n(X,Y)\}_{n \geq 0}$ and setting $Fr_+(X,Y) := \bigvee_{n \geq 0} Fr_n(X,Y)$. In this way we get a pointed category $Fr_+(k)$.

Let $\Gamma^{op}$ be the category of finite pointed sets and pointed maps in the sense of Segal [6]. Then the functor $A \in \Gamma^{op} \to Fr_+(X,Y \otimes A)$ with $Y \otimes A := \sqcup_{A \setminus Y}$ is a $\Gamma$-space and its Segal’s symmetric $S^1$-spectrum is denoted by $Fr^{S^1}_+(X,Y)$. We then enrich $Sm/k$ over symmetric spectra by taking $Fr^{S^1}_+(X,Y)$ as a spectrum of morphisms between $X,Y \in Sm/k$. The resulting spectral category is denoted by $Fr^{S^1}_+(k)$. The right $Fr^{S^1}_+(k)$-modules are also called spectral presheaves with spectral framed transfers.

**Theorem 1.** $Fr^{S^1}_+(k)$ is Nisnevich excisive in the sense of [2]. Its associated ringoid $\pi_0(Fr^{S^1}_+(k))$ is an additive category, denoted by $ZF_*(k)$, whose morphisms are described as free Abelian groups freely generated by framed correspondences with connected support.

**Corollary 2.** $ModFr^{S^1}_+(k)$ enjoys a stable projective model structure whose weak equivalences are those inducing isomorphisms of Nisnevich sheaves of stable homotopy groups. Its homotopy category, denoted by $SH^{fr}_{loc}(k)$, is compactly generated triangulated with $\{Fr^{S^1}_+(\cdot,Y)\}_{Y \in Sm/k}$ compact generators.

For every $Y \in Sm/k$ there is a distinguished framed correspondence $\sigma_Y \in Fr_1(Y,Y)$ defined as the quaduple $(Y \times 0, \mathbb{A}_Y^1, \text{pr}_{\mathbb{A}_Y^1}, \text{pr}_Y)$. It induces an endomorphism $\sigma_Y : Fr^{S^1}_+(\cdot,Y) \to Fr^{S^1}_+(\cdot,Y)$ and we set

$$Fr^{S^1}_+(\cdot,Y) = \text{colim}(Fr^{S^1}_+(\cdot,Y) \xrightarrow{\sigma_Y} Fr^{S^1}_+(\cdot,Y) \xrightarrow{\sigma_Y} \cdots).$$

We can similarly define $ZF^{S^1}_*(\cdot,Y)$ as

$$\text{colim}(ZF^{S^1}_*(\cdot,Y) \xrightarrow{\sigma_Y} ZF^{S^1}_*(\cdot,Y) \xrightarrow{\sigma_Y} \cdots),$$

where $ZF^{S^1}_*(X,Y)$ stands for the Eilenberg–Mac Lane spectrum of $ZF_*(X,Y)$.

The framed motive $M_{fr}(Y)$ of a smooth algebraic variety $Y \in Sm/k$ is a spectral presheaf with spectral framed transfers defined as $Fr^{S^1}_+(\Delta^\bullet \times - , Y)$. The **linear framed motive** $LM_{fr}(Y)$ of $Y \in Sm/k$ is the spectrum $ZF^{S^1}_*(\Delta^\bullet \times - , Y)$.

**Theorem 3.** For every $Y \in Sm/k$, $M_{fr}(Y)$ is a schemewise $\Omega$-spectrum in positive degrees. Moreover, if $k$ is infinite and perfect, then it is $\mathbb{A}_1$-local in $SH^{S^1}_*(k)$.

We define the **motivic model structure** on $ModFr^{S^1}_+(k)$ by localizing the model structure with respect to collections of arrows $\{\text{pr}_Y : Fr^{S^1}_+(\cdot,Y \times \mathbb{A}_1^1) \to Fr^{S^1}_+(\cdot,Y)\}$ and $\{\sigma_Y : Fr^{S^1}_+(\cdot,Y) \to Fr^{S^1}_+(\cdot,Y)\}$, $Y \in Sm/k$. Its homotopy category is denoted by $SH^{fr}_{S^1}(k)$ and is called the category of **framed motives**.

**Theorem 4.** $SH^{fr}_{S^1}(k)$ is compactly generated triangulated with $\{M_{fr}(Y)\}_{Y \in Sm/k}$ compact generators. Furthermore, it is equivalent to the full subcategory of spectral presheaves with spectral framed transfers whose Nisnevich sheaves of stable homotopy groups are $\mathbb{A}_1^1$- and $\sigma$-invariant whenever $k$ is infinite and perfect.
The next result computes homology of framed motives.

**Theorem 5.** If $k$ is infinite and perfect and $Y \in Sm/k$, then the spectrum $H \wedge Mfr(Y)$ has locally stable homotopy type of $LMfr(Y)$. In particular, homology of $Mfr(Y)$ is computed locally as homology of the complex $ZF(\Delta^\bullet \times -, Y)$.

Let $G = Cyl(\iota)/(-, pt)_+$ with $Cyl(\iota)$ the mapping cylinder for the map $\iota : (-, pt)_+ \to (-, Gm)_+$ sending $pt$ to $1 \in Gm$ and let $M^Gfr(X)$ be the $(S^1, G)$-bispectrum $(Mfr(X), Mfr(X)(1), \ldots)$, each term of which is a twisted framed motive of $X$. If we take a Nisnevich local replacement $Mfr(X)(n)_f$ of each $Mfr(X)(n)$, we arrive at a bispectrum $M^Gfr(X)_f = (Mfr(X)_f, Mfr(X)(1)_f, \ldots)$.

The following theorem is proved in [1].

**Theorem 6.** If $k$ is infinite and perfect and $X \in Sm/k$, then $M^Gfr(X)_f$ is a motivically fibrant bispectrum.

The preceding result together with a recent theorem of Neshitov [5] implies

**Corollary 7.** If $\text{char}(k) = 0$ then $\pi^{k^1}_{-*,-*}(M^Gfr(pt))(pt) = K^WM_*(k)$.
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**The Shareshian-Wachs Conjecture**

**Patrick Brosnan**  
(joint work with Timothy Chow)

The following extended abstract describes joint work with Timothy Chow (Center for Communications Research, Princeton) proving the Shareshian-Wachs conjecture [4]. I remark that there is another, completely independent and very interesting, proof of the conjecture given by M. Guay-Paquet [8].
The Stanley-Stembridge Conjecture. Suppose \( G = (V, E) \) is a finite graph (with vertex set \( V \) and edge set \( E \)). A coloring of \( G \) is a map \( \kappa : V \to \mathbb{Z}_+ \) such that \( \kappa(v) \neq \kappa(w) \) if \( v \) and \( w \) are adjacent. Write \( C(G) \) for the set of all colorings. Let \( \Lambda \) denote the \( \mathbb{C} \)-algebra of all symmetric functions in infinitely many variables \( x_1, x_2, \ldots \). For a coloring \( \kappa \in C(G) \), we set \( x_\kappa := \prod_{v \in V} x_{\kappa(v)} \). R. Stanley defined the chromatic symmetric function

\[
X_G(x) := \sum_{\kappa \in C(G)} x_\kappa.
\]

Suppose \( n \in \mathbb{Z}_+ \). A Hessenberg function for \( n \) is a non-decreasing sequence \( m_1, \ldots, m_n \) of positive integers such that, for all \( i, i \leq m_i \leq n \). Given a Hessenberg sequence \( \mathbf{m} \), let \( G(\mathbf{m}) = (V, E) \) denote the graph with vertex set \( V = \{1, \ldots, n\} \) and with \( i \) and \( j \) adjacent for \( i < j \) if and only if \( j \leq m_i \). In this language, we can formulate the following long-standing conjecture of Stanley and J. Stembridge [10, 11].

Conjecture 1 (Stanley-Stembridge). Suppose \( G = G(\mathbf{m}) \) for a Hessenberg function \( \mathbf{m} \). Then \( X_G(x) \) is a non-negative sum of elementary symmetric functions.

Remark 2. In fact, Stanley and Stembridge conjecture something which seems more general. But, in [7], Guay-Paquet proved that the general conjecture reduces to Conjecture 1.

The Shareshian-Wachs polynomial. Now suppose \( G = (V, E) \) is a graph with \( V \subset \mathbb{Z}_+ \). For a coloring \( \kappa \) of \( G \) define

\[
\text{asc}(\kappa) := \# \{(v, w) \in V^2 : v < w, \kappa(v) < \kappa(w)\}.
\]

In [9], J. Shareshian and M. Wachs prove the following remarkable theorem.

Theorem 3 (Shareshian-Wachs). Suppose \( G = G(\mathbf{m}) \). Then the

\[
X_G(x, t) := \sum_{\kappa \in C(G)} t^{\text{asc}(\kappa)} x_\kappa
\]

is a polynomial in \( \Lambda[t] \).

Examples 4. Write \( e_k \) for the \( k \)-th elementary symmetric function.

1. If \( \mathbf{m} = (1, 2, \ldots, n) \), then \( X_{G(\mathbf{m})}(x, t) = n!e_n \).
2. If \( \mathbf{m} = (2, 3, 3) \), then \( X_{G(\mathbf{m})}(x, t) = e_3 + t(e_3 + e_2e_1) + t^2e_3 \).
3. If \( \mathbf{m} = (n, n, \ldots, n) \), then \( X_{G(\mathbf{m})}(x, t) = \sum_{w \in S_n} t^{\text{asc}(w)} e_n \).

Hessenberg varieties. Suppose \( \mathbf{m} = (m_1, \ldots, m_n) \) is a Hessenberg function. Let \( s \) be an \( n \times n \)-matrix in \( \mathfrak{g} := \mathfrak{gl}_n \). Let \( X \) denote the variety of complete flags \( F \) in \( n \)-dimensional space. Set

\[
\mathcal{H}(\mathbf{m}, s) := \{ F \in X : \forall i, sF_i \subset F_{m_i} \}.
\]

This is called the Hessenberg variety of type \( \mathbf{m} \). These varieties were introduced by DeMari, Procesi and Shayman in [5]. In fact, [5] studies a generalization of the varieties defined above inside the variety \( \mathcal{B} \) of Borel subgroups of an arbitrary reductive group. In my work with Chow, only the type \( A \) case appears.
Write $g^{rs}$ for the Zariski open subset of $g$ consisting of regular semi-simple matrices. Then [5] shows that, for $y \in g^{rs}$, $\mathcal{H}(m, y)$ is smooth. Moreover, the centralizer $Z(y)$ of $y$, which is a maximal torus in $G = \text{GL}_n$ acts on $\mathcal{H}(m, y)$. And the fixed point set $\mathcal{H}(m, y)^{Z(y)}$ coincides with $X^{Z(y)}$. Note that the set $X^{Z(y)}$ is a torsor for the Weyl group $W_\sim = S_n$ of $Z(y)$. By Białynicki-Birula, it follows that the cohomology $H^*(\mathcal{H}(m, y))$ is freely generated by one element for each fixed point [3]. Thus, $H^*(\mathcal{H}(m, y))$ is (non-canonically) freely generated by one element for every element of $W$.

**Tymoczko’s Dot Action.** Pick $y \in g^{rs}$, and set $T = Z(y)$. In [13], J. Tymoczko defines an action (called the dot action) of the Weyl group $W$ of $T$ on the equivariant cohomology $H^*_T(\mathcal{H}(m, y))$. Moreover, Tymoczko shows that this action descends to a $W$ action (also called the dot action) on $H^*(\mathcal{H}(m, y))$.

**Frobenius Character.** For each positive integer $n$ write $p_n := \sum x^n_i$ for the power-sum symmetric function, and for each partition $\lambda = (\lambda_1, \ldots, \lambda_k)$ write $p_\lambda := \prod p_{\lambda_i}$. For $w \in S_n$, write $\lambda(w)$ for the partition corresponding to the cycle decomposition of $w$. Then for a representation $V$ of $S_n$, set

$$\text{ch} V := \frac{1}{n!} \sum_{w \in S_n} p_{\lambda(w)}.$$  

It is well-known (see [6]), that ch is then an isomorphism from the space of $\mathbb{C}$-valued class functions of $S_n$ to the space $\Lambda_n$ of symmetric functions of degree $n$. We write $\omega$ for the involution on $\Lambda$ that takes ch$V$ to ch$V \otimes \text{sgn}$.

**Shareshian-Wachs**

The main result of my joint paper [4] is the following theorem which was conjectured by Shareshian and Wachs in [9].

**Theorem 5.** Suppose $m = (m_1, \ldots, m_n)$ is a Hessenberg function, and $y \in g^{rs}$. Then we have

$$\omega X_G(m)(t) = \sum_{k \in \mathbb{Z}} t^k \text{ch} H^{2k}(\mathcal{H}(m, y)).$$

As mentioned above, Guay-Paquet has given an independent proof in [8]. While the proof in [4] is geometric, the main ideas behind [8] are combinatorial. The crucial tool in Guay-Paquet’s proof is a theorem of Aguiar, Bergeron and Sottile on the universality of a certain Hopf algebra of quasi-symmetric functions [1]. It is, in fact, very tempting to try to combine the ideas from both proofs to search for a proof of Conjecture 1.

**Sketch of Brosnan-Chow proof.** I now sketch the proof, but I warn the reader that the sketch is not in the same order as it is in our paper.

The first step in the proof of Theorem 5 from [4] is to realize that Tymoczko’s dot action is nothing other than the monodromy action coming from the family of Hessenberg varieties over $g^{rs}$. To make this someone more precise, set $\mathcal{H}(m) := \{(F, s) \in X \times g : \forall i, sF_i \subset F_{m_i}\}$. Then the second projection gives a map $\pi$:
\( \mathcal{H}(m) \to g. \) We prove that the dot action is induced by the action of \( \pi_1(\mathfrak{g}^{rs}) \) (a group isomorphic to the braid group) on the cohomology of a fiber.

If \( \lambda = (\lambda_1, \ldots, \lambda_k) \) is a partition of \( n \), then we write \( S_\lambda := S_{\lambda_1} \times \cdots \times S_{\lambda_k}. \) A subgroup of \( S_n \) of this form is called a Young subgroup. It is easy to see that, if \( V \) is a (virtual) representation of \( S_n \), then the numbers \( \dim V^{S_\lambda} \) determine \( V \) up to isomorphism.

Write \( g^r \) for the subset of regular matrices. These are matrices whose Jordan blocks have distinct eigenvalues. A matrix \( s \in g^{rs} \) is said to be of type \( \lambda \) if \( \lambda \) is the partition corresponding to the sizes of the Jordan blocks.

The next step in the proof is to show that the local monodromy near a matrix \( s \) of type \( \lambda \) acts on the cohomology of \( \mathcal{H}(m, y) \) for \( y \in g^{rs} \) by the restriction of the dot action to \( S_\lambda \).

We then prove a theorem related to the local invariant cycle theorem of [2], which shows that the cohomology of the special fiber of a degeneration surjects onto the local monodromy invariants of the cohomology of the nearby smooth fibers. Roughly speaking, our theorem says that the local invariant cycle map is an isomorphism if and only if the cohomology of the special fiber is palindromic.

We then prove that, for \( s \in g^{rs} \) of type \( \lambda \), the cohomology groups \( H^*(\mathcal{H}(m, s)) \) are palindromic. This is done by appealing to several results: (1) an explicitly computation of these groups obtained by Tymoczko in [12], (2) a reciprocity law which we prove which allows us to compare Tymoczko’s computation to the Shareshian-Wachs polynomial \( \omega_X G(m)(t) \), (3) a theorem of Shareshian-Wachs stating that the polynomial \( \omega_X G(m)(t) \) is palindromic.

It then follows that, for \( s \) as above, \( H^*(\mathcal{H}(m, s)) \cong H^*(\mathcal{H}(m, y))^{S_\lambda}. \) Then the comparison proved before between the cohomology of \( H^*(\mathcal{H}(m, s)) \) and \( \omega_X G(m)(t) \) is used to prove the theorem.
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Grothendieck ring of maximal orthogonal Grassmannian

Nikita Karpenko

We refer to [4] for a more detailed exposition.

For an integer \( n \geq 1 \), let \( \varphi : V \to F \) be a non-degenerate quadratic form of dimension \( 2n + 1 \) over a field \( F \) (of arbitrary characteristic). The vector space \( V \) of definition of \( \varphi \) is a vector space over \( F \) of dimension \( 2n + 1 \). Let \( X \) be the maximal orthogonal Grassmannian of \( \varphi \), i.e., \( X \) is the \( F \)-variety of \( n \)-dimensional totally isotropic subspaces in \( V \). We write \( K(X) \) for the Grothendieck ring of \( X \).

**Proposition 1.** Assume that the index of the even Clifford algebra \( C_0(\varphi) \) is maximal: \( \text{ind} C_0(\varphi) = 2^n \). Then the topological filtration on \( K(X) \) coincides with the gamma filtration.

We use Proposition 1 to prove the following

**Theorem 2.** For \( \varphi \) as in Proposition 1, let \( S \) be the Severi-Brauer variety of the division algebra \( C_0(\varphi) \). Then the topological filtration on \( K(X_F(S)) \) coincides with the gamma filtration.

It would be very interesting to completely understand the gamma filtration on \( K(X_F(S)) \). Note that for any field extension \( L/F(S) \), the change of field homomorphism \( K(X_F(S)) \to K(X_L) \) is an isomorphism preserving the filtration. So, if this helps, it is enough to perform the computation, say, over an algebraically closed field. Actually, it is even enough to do it for a maximal orthogonal Grassmannian \( \bar{X} \) over \( \mathbb{C} \). One may consider the additive basis of the group \( K(\bar{X}) \) given by the Schubert classes; the ring structure is determined by the \( K \)-theoretical Littlewood-Richardson formulas obtained in [2]. Alternatively, one may describe the ring \( K(\bar{X}) \) by generators and relations in the spirit of the description of \( \text{CH} \bar{X} \) provided in [7], taking for generators the special Schubert classes \( e_i \in K(\bar{X}) \). (Unfortunately, the relations on \( e_i \) in \( K(\bar{X}) \) look more complicated than in \( \text{CH} \bar{X} \).)

Of particular interest is to understand the position of the special Schubert classes in the filtration. More specifically, let us consider the class \( e_n \in K(X_F(S)) \) of the special Schubert variety of the lowest dimension (corresponding to the class of a rational point on the quadric).
**Conjecture 3.** For $n \geq 8$, the special Schubert class $e_n \in K(X_{F(S)})$ does not belong to the term number $n + 1 - [(n + 1)/2]$ of the gamma filtration.

Our interest to Conjecture 3 is explained by the fact that it implies

**Conjecture 4.** For any even $m \geq 18$, the index of the $[m/4]$-th orthogonal Grassmannian of any generic $m$-dimensional quadratic form $\varphi/F$ in $I_\varphi^3$ is equal to $2^{[m/4]}$.

(We refer to [3, §9.B] for the definition of $I_\varphi^3$.)

Conjecture 4 actually implies that any generic $m$-dimensional quadratic form $\varphi/F$ in $I_\varphi^3$, for any even $m \geq 18$, has the property of [1, Theorem 4.2]: if this is not the case, i.e., if $\varphi_E$ does contain a proper even-dimensional subform $\psi$ of trivial discriminant for some finite field extension $E/F$ of odd degree, then, possibly replacing $\psi$ by its complement, we have $d := (\dim \psi)/2 \leq [m/4]$ and $\psi$ becomes hyperbolic over an extension of degree dividing $2^{d-1}$. Therefore $\varphi_E$ acquires Witt index $\geq [m/4]$ over an extension of $L$ of degree dividing $2^{[m/4]-1}$, i.e., the index of the $[m/4]$-th orthogonal Grassmannian of $\varphi$ divides $2^{[m/4]-1}$.

**Remark 5.** The number $n + 1 - [(n + 1)/2]$ in Conjecture 3 is optimal for $n = 8$. Indeed, if $\varphi$ is an 18-dimensional quadratic form of trivial discriminant and trivial Clifford invariant and $Y$ is its projective quadric, since the Chow groups $\text{CH}^i Y$ are torsion-free for $i \leq 3$, [5], the class $l_8 \in K(Y)$ is in the 4-th term of the topological filtration, cf. [6, Theorem 3.10]. Since $l_0 = l_8 \cdot l_8$, it follows that $l_0$ is in the term number $4 + 8 = 12$. Therefore $e_8$ is in the term number $4 = 12 - n$. Conjecture 3 claims that $e_8$ is not in the term number 5.
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On $p$-group actions on smooth projective varieties

Olivier Haution

Let us first mention a classical result in algebraic topology.

**Theorem** (Conner-Floyd and Atiyah-Bott). An orientation preserving diffeomorphism of odd prime power order on a closed oriented manifold of positive dimension cannot have exactly one fixed point.

This statement was first conjectured by Conner-Floyd [CF64, §45], then proved by Atiyah-Bott [AB68, Theorem 7.1], and later reproved by Conner-Floyd [CF66, (8.3)]. Our purpose is to discuss results of this type in algebraic geometry. The letter $k$ will denote an algebraically closed field. An action of a group on a $k$-variety will mean an action by $k$-automorphisms. The first result is:

**Theorem 1.** Let $p$ a prime number different from the characteristic of $k$. Let $G$ be a finite abelian $p$-group acting on a smooth projective $k$-variety $X$ without zero-dimensional component. Then the set $X(k)^G$ cannot consist of a single element.

The next example shows that the assumption on the characteristic of $k$ is necessary.

**Example 2.** Assume that the characteristic of $k$ is two, and let the group $G = \mathbb{Z}/2$ acts on $X = \mathbb{P}^1_k$ by $[x : y] \mapsto [y : x]$. Then the set $X(k)^G$ is the single point $[1 : 1]$.

The proof of Theorem 1 uses an equivariant version of a construction introduced by Rost in the context of the degree formula [Ros08]. The proof also relies on the following proposition, where the notation $\text{CH}_G$ stands for the $G$-equivariant Chow group defined by Totaro and Edidin-Graham [EG98], and the degree of an element of $\text{CH}_G(X)$ is defined as the degree of its image in the Chow group $\text{CH}(X)$.

**Proposition 3.** Let $G$ be a finite $p$-group acting on a projective $k$-variety $X$. Assume that $G$ is abelian or that the characteristic of $k$ is $p$. If $X(k)^G = \emptyset$, then the degree of any element of $\text{CH}_G(X)$ is divisible by $p$.

A characteristic number of a smooth projective $k$-variety is the degree of a monomial in the Chern classes of its tangent bundle. The tangent bundle of a smooth $k$-variety equipped with a $G$-action, being a $G$-equivariant vector bundle, has Chern classes in the $G$-equivariant Chow group. Thus Proposition 3 provides an effective way of proving the existence of fixed points of $G$-actions (for $G$ a finite $p$-group, abelian if the characteristic of $k$ is not $p$): if some characteristic number of a smooth projective $k$-variety with a $G$-action is prime to $p$, then $G$ fixes a $k$-point.

The equivariant Chow group may be replaced by equivariant $K$-theory in Proposition 3, at the expense of a more restrictive assumption on the group $G$:

**Proposition 4.** Let $G$ be a finite $p$-group acting on a projective $k$-variety $X$. Assume that $G$ is cyclic or that the characteristic of $k$ is $p$. If $X(k)^G = \emptyset$, then the Euler characteristic $\chi(X,F)$ of any $G$-equivariant coherent $O_X$-module $F$ is divisible by $p$. 
The next example shows that it is necessary to assume that $G$ is cyclic, as opposed to merely abelian as in Proposition 3.

**Example 5.** Assume that the characteristic of $k$ is not two. We make the group $G = \mathbb{Z}/2 \times \mathbb{Z}/2$ act on $X = \mathbb{P}^1_k$ via the commuting involutions $[x : y] \mapsto [y : x]$ and $[x : y] \mapsto [−x : y]$. Then $X(k)^G = \emptyset$. As predicted by Proposition 3, the only characteristic number of $X$ is even. On the other hand, the conclusion of Proposition 4 does not hold, since $\chi(X, \mathcal{O}_X) = 1$.

Proposition 4 may sometimes be used to prove the existence of fixed points when Proposition 3 does not suffice. For instance, let $X$ be a smooth projective stably rational $k$-variety. Let $G$ be a finite $p$-group, cyclic if the characteristic of $k$ is not $p$, acting on $X$. Since $\chi(X, \mathcal{O}_X) = 1$, it follows from Proposition 4 that $G$ fixes a $k$-point of $X$. This was already observed by Serre [Ser09, §7.4, Remark] in the special case of a rational smooth projective surface in characteristic $p$, using Smith’s theory and the Artin-Schreier sequence.

We declare two smooth projective $k$-varieties equivalent if their collections of characteristic numbers (indexed by the monomials in the Chern classes) coincide. The set of equivalence classes forms a ring (the product is induced by the cartesian product of varieties, and the sum by the disjoint union, see [ELW15, p.708]). This ring does not depend on the field $k$, in fact Merkurjev proved that it coincides with the Lazard ring $\mathbb{L}$, the coefficient ring of the universal commutative one-dimensional formal group law [Mer02, Theorem 8.2]. Thus to each smooth projective variety $X$ corresponds a class $[X] \in \mathbb{L}$. When the characteristic of $k$ is zero, the ring $\mathbb{L}$ may be identified with the coefficient ring $\Omega(\text{Spec } k)$ of the algebraic cobordism of Levine-Morel, and $[X]$ is the cobordism class of the morphism $X \to \text{Spec } k$ [LM07, Remark 4.3.4, Theorem 4.3.7].

Using an observation of Esnault-Levine-Wittenberg [ELW15, Lemma 5.4], we deduce from Proposition 4 the following theorem, which is the analog of a theorem of Conner-Floyd in algebraic topology [CF66, Theorem 8.1].

**Theorem 6.** Let $G$ be a finite $p$-group acting on a smooth projective $k$-variety $X$. Assume that $G$ is cyclic or that the characteristic of $k$ is $p$. If $X(k)^G = \emptyset$, then the class $[X]$ is divisible by $p$ in the Lazard ring $\mathbb{L}$.

This work was supported by the DFG Grant HA 7702/1-1.
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Isotropy Problem for Quadratic Forms over Function Fields of Quadrics

STEPHENA SCULLY

Let $p$ and $q$ be anisotropic quadratic forms of dimension $\geq 2$ over a general field $F$, and let $P$ and $Q$ denote the projective $F$-quadrics defined by $p$ and $q$, respectively. A central problem in the algebraic theory of quadratic forms is that of determining necessary and sufficient conditions in order for $q$ to be become isotropic over the function field $F(p)$ of the quadric $P$. In more geometric language, this is equivalent to asking for necessary and sufficient conditions in order for there to exist a rational map $P \dasharrow Q$ over $F$. As the known results in low dimensions confirm, this is a highly complex problem, and it is rather unreasonable to hope for a complete solution in the general case. Nevertheless, one can still look for something weaker in the same broad direction. In this talk, we discussed the problem of determining restrictions of a very general nature on the isotropy index (i.e., the largest dimension of a totally isotropic subspace) of $q$ after scalar extension to $F(p)$. Building on earlier results of Cassels, Pfister, Knebuch and Fitzgerald, the key breakthrough was made here by Hoffmann, who in 1995 discovered an upper bound for this index which is expressed solely in terms of the dimensions of $p$ and $q$. More specifically, Hoffmann showed that if the characteristic of $F$ is not 2, then

$$i_0(q_{F(p)}) \leq \max(\dim(q) - 2^{l(p)}, 0),$$

where $2^{l(p)}$ is the largest power of 2 strictly less than $\dim(p)$ ([2]). The characteristic restriction was later removed by Hoffmann and Laghribi in [3]. Hoffmann’s bound cannot be improved without imposing further conditions on $p$ and $q$ or permitting the use of additional invariants. Despite its far-reaching consequences, it was necessary for the further development of the theory to search for a more refined statement which would retain a sufficient degree of generality. The needed refinement of Hoffmann’s result was proposed by Izhboldin, who conjectured that

$$i_0(q_{F(p)}) \leq \max(\dim(q) - \dim(p) + i_1(p), 0),$$
where \( i_1(p) \) is the first higher isotropy index of \( p \), defined as the isotropy index of \( p \) over its own function field, i.e., \( i_1(p) = i_0(p_{F(p)}) \). This latter invariant is surprisingly informative, and permits to distinguish between varying levels of complexity among forms of prescribed dimension (for example, in the non-degenerate case, the pair \((\dim(p), i_1(p))\) determines whether or not \( p \) is similar to a Pfister form). Izhboldin’s conjecture built upon work of Vishik ([8]), who showed that the integer \( \dim(p) - i_1(p) \) appearing on the right-hand side of the inequality is a stable birational invariant of \( P \). In 2003, Karpenko and Merkurjev ([5]) proved that Izhboldin’s bound is valid under an additional non-degeneracy hypothesis on \( q \).

This assumption was later removed by Totaro in [7], and so the inequality is now known to hold in absolute generality. A priori, of course, it only gives an interesting refinement of Hoffmann’s result if something can be said concerning the possible values of the integer \( i_1(p) \). For some time, little was known beyond the upper bound \( i_1(p) \leq \dim(p) - 2^{l(p)} \) given by Hoffmann’s theorem. In [4], however, Karpenko showed that if \( F \) has characteristic not 2, then

\[
\hat{i}_1(p) \leq 2^{v_2(dim(p) - i_1(p))},
\]

that is, \( i_1(p) \) is less than or equal to the largest power of 2 dividing \( \dim(p) - i_1(p) \). Moreover, it turns out that there are no further restrictions on \( i_1(p) \) in general (though the existing restrictions are quite non-trivial), and so we are left with a fairly complete picture. Unfortunately, unlike the Karpenko-Merkurjev-Totaro bound on \( i_0(q_{F(p)}) \), it is not known at present whether Karpenko’s theorem extends to characteristic 2. Indeed, the known proofs ([4],[9]) make essential use of the known existence of homological Steenrod operations the mod-2 Chow groups of certain algebraic varieties; in characteristic 2, the construction of such operations is still an open problem.

The purpose of this talk was to formulate a new upper bound for \( i_0(q_{F(p)}) \) complementary to that of Karpenko-Merkurjev-Totaro, and to explain its validity in at least two important cases:

**Theorem 1.** If, in the above situation, \( q \) is diagonalizable, then

\[
\hat{i}_0(q_{F(p)}) \leq \max\{\dim(q) - \dim(p), 2^{v_2(dim(p) - i_1(p))}\}.
\]

In other words, inequality \((*)\) holds if

1. \( \text{char}(F) \neq 2 \), or
2. \( \text{char}(F) = 2 \) and \( q \) is quasilinear (i.e., \( q \) is additive).

The two cases are treated separately using very different approaches, neither of which admits an obvious adaptation to the generically non-singular case in characteristic 2. Nevertheless, we believe the inequality should hold free of any characteristic or degeneracy hypotheses.

While it is possible to be in the situation where the right-hand side of \((*)\) gives a weaker bound for \( i_0(q_{F(p)}) \) than the Karpenko-Merkurjev-Totaro theorem, there are other situations in which we obtain something more informative. For example, in characteristic \( \neq 2 \), the bound yields a new, very short proof of a deep result of Fitzgerald concerning the Witt kernel of the function field of a quadric ([1]).
From another point of view, the inequality may be seen as a generalization of the statement of Karpenko’s theorem, which is just the case where \( p = q \). In particular, Karpenko’s theorem extends to quasilinear quadratic forms in characteristic 2 (a result which was obtained earlier by similar means in [6]). This is the only class of anisotropic forms in characteristic 2 for which this statement is currently known.

The characteristic \( \neq 2 \) case of Theorem 1 is achieved using algebro-geometric methods, namely, by exploiting a certain interaction between splitting patterns and (integral) motivic decompositions of quadrics in this setting. In addition to the aforementioned results of Karpenko-Merkurjev and Karpenko, we make particular use here of the fundamental work of Vishik in this direction ([9]). The quasilinear case, by contrast, is done using a more direct algebraic approach. In fact, in this case, the statement is deduced as an easy dimension-theoretic consequence of the existence of a certain direct sum decomposition of the the anisotropic kernel of \( q_{F(p)} \) (incidentally, the quasilinear case of Karpenko-Merkurjev-Totaro theorem, originally proved using algebro-geometric methods in [7], also follows in the same way). This decomposition statement is a new kind of result of which no analogue is known in the characteristic \( \neq 2 \) theory. An interesting feature of this algebraic approach to the isotropy problem is that the integer \( \dim(p) - i_1(p) \) arises as the dimension of a quadratic form as opposed to a motive, and the largest power of 2 which divides it enters the picture by observing that this quadratic form is divisible by a “quasilinear Pfister form” of dimension \( \geq i_0(q_{F(p)}) \). By contrast, the same 2-power enters the picture in the characteristic \( \neq 2 \) setting by considering the effect of applying a certain Steenrod operation to a certain cycle on \( P \times P \). This gives at least some optimism that a more algebraic approach to the subject, encompassing the characteristic 2 case, may be viable.
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Stable operations in derived Witt theory and motivic Serre finiteness
ALEXEY ANANYEVSKIY
(joint work with Marc Levine, Ivan Panin)

The talk is a report on joint work with Marc Levine and Ivan Panin [1, 2].

Let $k$ be an perfect field of characteristic different from 2. The aim of the project is to describe the motivic stable homotopy groups of spheres with rational coefficients. In topology the corresponding result reads as follows:

$$\pi_n(S^Q) \cong \begin{cases} Q, & n = 0, \\ 0, & n \neq 0. \end{cases}$$

The claim immediately follows from a celebrated J.-P. Serre’s theorem [3] claiming that $\pi_n(S^m)$ is a finite abelian group with the exception of $\pi_n(S^n)$ and $\pi_{4n-1}(S^{2n})$.

In the motivic setting the situation is more complicated. First of all, for every motivic spectrum $X$ one has bigraded homotopy sheaves $\pi_A^{i,j}(X)$ in place of the classic homotopy groups. For every $i$ the sequence of sheaves $\pi_A^{i,j}(X)$ carries a structure of a homotopy module, which is a certain generalization of the notion of Rost cycle module. F. Morel’s computations of the first nontrivial homotopy modules for some motivic spheres [4] yield

$$\pi_A^{i,j}(S) \cong \begin{cases} K^{MW}_{i,j}(k), & i = 0, \\ 0, & i < 0. \end{cases}$$

Here $K^{MW}_{i,j}$ is the unramified sheaf of Milnor-Witt K-theory. In particular, for every finitely generated field extension $F/k$ one has an isomorphism

$$\pi_A^{i,j}(S)_{i,j}(F) \cong \begin{cases} K^{MW}_{i,j}(F) \otimes \mathbb{Q} \oplus W_Q(F), & i = 0, \\ 0, & i < 0, \end{cases}$$

where $K^{MW}_{i,j}(F)$ is Milnor K-theory and $W_Q(F) = W(F) \otimes \mathbb{Q}$ is the rationalized Witt ring of quadratic forms.

The splitting

$$\text{Hom}_{SH(k)Q}(S_Q, S_Q) = \mathbb{Q} \oplus W_Q(k)$$

induces a splitting of the motivic stable homotopy category

$$SH(k)Q = SH(k)^+Q \oplus SH(k)^-Q,$$

where the plus-part corresponds to $K^{MW}_{i,j}(k) \otimes \mathbb{Q} \cong \mathbb{Q}$ and the minus-part corresponds to $W_Q(k)$. D.C. Cisinski and F. Déglise [5] described the plus-part of the motivic stable homotopy groups obtaining

$$\pi_A^{i,j}(S^+_Q)_{i,j}(F) \cong H^{i,j}_M(F, Q(j)).$$

Here on the right-hand side one has motivic cohomology groups. Note that for $i = 0$ one has precisely the same answer as above, since $H^{i,j}_M(F, Q(j)) = K^{MW}_{i,j}(F) \otimes \mathbb{Q}$.

We obtained the following description for the minus-part of the motivic stable homotopy groups.
Theorem 1. Let $F/k$ be a finitely generated field extension. Then

$$\pi_i^A(S^{-j})_j(F) \cong \begin{cases} W_Q(F), & i = 0, \\ 0, & i \neq 0. \end{cases}$$

The general strategy of the proof loosely follows the approach of D.C. Cisinski and F. Déglise, which is based on the computation of stable operations and cooperation in algebraic K-theory with rational coefficients. In order to deal with the minus-part we compute the stable operations and cooperation in derived Witt theory. Denote $KW = BO[\eta^{-1}]$ the spectrum representing derived Witt groups obtained via localization from the geometric model for the spectrum representing hermitian K-theory described by I. Panin and C. Walter [6]. Then we have the following theorems.

Theorem 2. Denote $\beta \in KW^{-8,-4}(\text{Spec } k)$ the Bott element realizing $(8,4)$-periodicity isomorphisms. Then the homomorphism

$$KW^*_Q(KW_Q) \to \left( \prod_{n \in \mathbb{Z}} KW^*_Q(\text{Spec } k) \right)_h$$

given by

$$f \mapsto (\ldots, \beta^2 f(\beta^{-2}), \beta f(\beta^{-1}), f(1), \beta^{-1} f(\beta), \beta^{-2} f(\beta^2), \ldots)$$

is an isomorphism of algebras. Here the subscript denotes the subalgebra generated by homogeneous elements.

Theorem 3. There is a canonical isomorphism

$$KW_Q \wedge KW_Q \cong \bigoplus_{n \in \mathbb{Z}} \Sigma^n_{T}KW_Q.$$

As a straightforward application of the above computations we obtain a rational degeneration of the Brown–Gersten type spectral sequence for the derived Witt groups and the following version of the Chern character isomorphism.

Corollary 4. Let $X$ be a smooth variety. Then the spectral sequence arising from the homotopy $t$-structure

$$E_2^{p,q} = H^p_{\text{Zar}}(X, W^q) \Rightarrow KW_{p+q,0}(X) \cong W_{p+q}(X)$$

rationally degenerates yielding isomorphisms

$$W^n(X) \otimes \mathbb{Q} \cong \bigoplus_{m \in \mathbb{Z}} H^{4m+n}_{\text{Zar}}(X, W_Q).$$

Here $\underline{W}$ stands for the unramified sheaf of Witt rings.
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\[ A^1 \]-homotopical classification of principal \( G \)-bundles

MARC HOYOIS

(joint work with Aravind Asok and Matthias Wendt)

Let \( k \) be a commutative ring, \( G \) a reductive algebraic group over \( k \), and \( X \) a smooth affine \( k \)-scheme. We are interested in understanding the set of isomorphism classes of generically trivial \( G \)-torsors over \( X \). By a theorem of Nisnevich [7], if \( k \) is regular, this is equivalently the set \( H^1_{\text{Nis}}(X, G) \) of \( G \)-torsors that are trivial locally in the Nisnevich topology.

**Theorem 1** ([2, 3]). Let \( k \) be an infinite field, \( G \) an isotropic reductive \( k \)-group, and \( X \) a smooth affine \( k \)-scheme. Then there is a bijection

\[ H^1_{\text{Nis}}(X, G) \cong [X, BG]_{A^1}, \]

where the right-hand side denotes the set of maps in the \( A^1 \)-homotopy category over \( k \) [6].

If \( G \) is \( GL_n \), \( SL_n \), or \( Sp_{2n} \), the above result holds for \( k \) any commutative ring which admits a regular ring homomorphism from a Dedekind domain with perfect residue fields.

The usefulness of Theorem 1 stems from the fact that the right-hand side is more amenable to computation, using tools from \((A^1-)\)-homotopy theory.

The prototypical case of Theorem 1, when \( G = GL_n \) and \( k \) is a perfect field, was established by Morel [5]. This was extended to \( G = SL_n \) by Asok and Fasel [1], and a simplified proof applying also to \( G = Sp_{2n} \) was later found by Schlichting [9], still under the assumption that \( k \) is a perfect field. Our approach is completely independent of Morel’s and allows us to remove all assumptions on \( k \), except the (obviously necessary) assumption that \( H^1_{\text{Nis}}(\cdot, G) \) is \( A^1 \)-homotopy invariant on smooth affine \( k \)-schemes. In other words, our proof of Theorem 1 proceeds in two independent steps:

**Theorem 2.** Theorem 1 holds for any commutative ring \( k \) and \( k \)-group scheme \( G \) such that \( H^1_{\text{Nis}}(\cdot, G) \) is \( A^1 \)-homotopy invariant on smooth affine \( k \)-schemes.

**Theorem 3.** If \( k \) is an infinite field and \( G \) is an isotropic reductive \( k \)-group, then \( H^1_{\text{Nis}}(\cdot, G) \) is \( A^1 \)-homotopy invariant on smooth affine \( k \)-schemes.

The second part of Theorem 1 follows from Theorem 2 and the partial solution of the Bass–Quillen conjecture by Lindel and Popescu [8].

The proof of Theorem 3 is a variant of arguments of Colliot-Thélène and Ojanguren [4], combined with an analog of Quillen’s patching theorem for \( G \)-torsors.
The proof of Theorem 2 relies on a new characterization of the Nisnevich topology. Recall that a Nisnevich cover is an étale cover that is surjective on \( k \)-points for every field \( k \).

**Theorem 4.** The Nisnevich topology on the category of schemes is generated by the following types of covers:

1. open covers;
2. \( \{ \text{Spec } B \to \text{Spec } A, \text{Spec } A[1/f] \to \text{Spec } A \} \), where \( A \to B \) is an étale ring homomorphism inducing an isomorphism \( A/fA \cong B/fB \).

On the category of affine schemes, covers of type (2) suffice.

If in (2) we replace \( \text{Spec } A[1/f] \to \text{Spec } A \) by an arbitrary open immersion \( U \to \text{Spec } A \), requiring \( \text{Spec } B \to \text{Spec } A \) to be an isomorphism over the closed complement of \( U \), then the result is well known and goes back to Morel and Voevodsky [6]. Thus, the main innovation of Theorem 4 is that it suffices to consider complements of hypersurfaces, which leads to a simple set of generators for the Nisnevich topology on affine schemes.
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**Motives of twisted flag varieties and modular representations**

**Kirill Zaynullin**

(joint work with B. Calmès and A. Neshitov)

Given a split semisimple linear algebraic group \( G \) over a field \( k \), a maximal torus \( T \) and a \( G \)-equivariant algebraic oriented cohomology theory \( h \) in the sense of Levine-Morel, we introduce a relative equivariant category \( \text{Mot}_{G \to T} \) of Chow motives by setting Homs to be the images of forgetful maps \( \text{im}(h_G(X \times Y) \to h_T(X \times Y)) \),
where \( X, Y \) are smooth projective \( G \)-varieties over \( k \), and composition being the usual correspondence product.

Given a smooth projective \( G \)-variety \( Z \), we consider the Yoneda functor \( F_Z \) from \( Mot_{G \to T} \) to the category of \( D = \text{End}_{Mot_{G \to T}}(Z) \)-modules, mapping \([X]\) to \( \text{Hom}_{Mot_{G \to T}}([\text{pt}], [X]) \).

We investigate the cases when \( F_Z \) is (fully) faithful if restricted to the category of projective homogeneous \( G \)-varieties. In particular, we show that \( F_Z \) is always faithful, hence, proving an embedding \( \text{End}_{Mot_{G \to T}}([G/P]) \hookrightarrow \text{End}_D(D^*_F, P) \), where \( D \) is the formal affine Demazure (Hecke-type) algebra corresponding to a formal group law of the theory \( h \) and \( D^*_F, P \) is the dual of its parabolic version.

Using the Bott-Samelson basis for \( D^*_F, P \) and explicit formulas for the action of \( D \) on \( D^*_F, P \) by Lenart-Z.-Zhong we obtain restrictions on possible motivic decomposition types of relative motives \([G/P]\) and usual Chow motives of versal flags \([E/P]\) (here \( E \) is a versal \( G \)-torsor over some field extension of \( k \)).

Segre Classes and Kempf–Laksov formula for algebraic cobordism

Thomas Hudson
(joint work with Tomoo Matsumura)

Let \( E \) be a vector bundle of rank \( n \) over a smooth scheme \( X \) and \( F^\bullet \) a full flag of subbundles \((0 = F^n \subset \cdots F^1 \subset F^0 = E)\). If we consider the Grassmann bundle \( Gr_d(E) \to X \) parametrizing the rank \( d \) subbundles of \( E \), then one defines its Schubert varieties as follows. For every partition \( \lambda = (\lambda_1, \ldots, \lambda_r) \) with \( \lambda_1 \leq n - d \) and \( r \leq d \), we set

\[
X_\lambda := \{ x \in Gr_d(E) \mid \dim_k (\varphi^* F^\lambda_{i-d} \cap U_x) \geq i, \ i = 1, \ldots, r \},
\]

where \( U_x \) is the restriction over \( x \) of \( U \), the universal subbundle of rank \( d \).

A classical result due to Kempf and Laksov ([10]) describes the fundamental classes of these varieties, as elements of \( CH^*(Gr_d(E)) \), using the following determinant in Chern classes:

\[
[X_\lambda]_{\text{CH}} = \det \left( c_{\lambda_i+j-i}(E/F^\lambda_{i-d} - U) \right)_{1 \leq i, j \leq r}.
\]

Remark 1. The previous equality can be rephrased as follows:

\[
[X_\lambda]_{\text{CH}} = \phi \left( \prod_{1 \leq i, j \leq r} \left( 1 - \frac{t_i}{t_j} \right) \right),
\]

where, after expanding the rational function in \( t_i \)'s as a power series in \( t_1^{\alpha_1} \cdots t_r^{\alpha_r} \), the map \( \phi \) sends each monomial to \( c_{\alpha_1}(E/F^\lambda_{i-1+d} - U) \cdots c_{\alpha_r}(E/F^\lambda_{r+d} - U) \).

In recent years, as a consequence of the work of Levine and Morel ([12]) on oriented cohomology theories and algebraic cobordism \( \Omega^* \), several attempts have been made to extend the results of Schubert calculus to more general theories. In the process, however, all the attention was devoted to flag varieties ([1, 8]) and flag
bundles $\mathcal{F}\ell(E)$ ([11, 3, 2, 4]), while Grassmannians and Grassmann bundles have been substantially ignored. Although this makes a lot of sense from the point of view of $CH^*$ and of the Grothendieck ring of vector bundles $K^0$ (to some extent knowing what happens for $\mathcal{F}\ell(E)$ allows one to recover the story for $Gr_d(E)$), there are a few good reasons that would suggest to look at $\Omega^*(Gr_d(E))$ as well.

- In $\Omega^*$ not all Schubert varieties have a well defined fundamental class and all formulas discovered so far depend on the choice of a desingularization. A method based on a different resolution of singularities will produce different expressions.

- Historically Grassmannians have been easier to deal with and their study should give hints on how to address the issues that are open in the flag case. For instance, at present the expressions describing the Schubert classes do not satisfy some expected stability properties: replacing $E$ by $E \oplus \mathcal{O}_X$ alters them.

- From a combinatorial point of view, much more is known about $CH^*(Gr_d(E))$. If, on the one hand, the study of $\Omega^*(Gr_d(E))$ should provide interesting (and hopefully solvable) problems in combinatorics, finding solutions to these problems could help choosing between different desingularizations.

- The formulas associated to $\mathcal{F}\ell(E)$ are, by design, recursive while those coming from $Gr_d(E)$ are closed.

Our attempt in [7] to achieve an analogue of (1) for $\Omega^*$ can be seen as the ideal completion of [5, 6], where the same problem was respectively solved for $K^0$ and even infinitesimal theories. The underlying strategy is the same and essentially relies on three components:

- the geometric input coming from the resolution $\tilde{X}^{KL}$ used by Kempf and Laksov;
- the explicit identification of the correct analogue of Segre classes $S_i(E)$;
- an algorithmic procedure, modelled after the one used by Kazarian in [9], which is used to deal with the push-forwards.

Of these aspects the second one proved to be the most challenging, since it requires the direct use of the formal group law of the theory. Let us recall that every oriented cohomology theory $A^*$ is endowed with a formal group law $F_A$ defined over the coefficient ring, which encodes the behaviour of the first Chern class with respect to tensor product. To be more precise, for line bundles $L$ and $M$ over a smooth scheme $X$ one has

$$c_1(L \otimes M) = F_A(c_1(L), c_1(M)),$$

where $F_A$ is a power series in two variables satisfying some properties. Since $F_{\Omega}$ is the universal such object, it happens to be far too complex to be used in explicit computations. However, we observed that for every theory one has the following
decomposition:

\[ F_A\left( c_1(L), c_1(M^\vee) \right) = (c_1(L) - c_1(M)) P_A\left( c_1(L), c_1(M) \right) \]

for some unique power series \( P_A \). This proved sufficient to obtain a description of the power series \( S(E; u) := \sum_{i \in \mathbb{Z}} S_i(E) u^i \). In fact one has

\[ S(E; u) = \frac{1}{c(E; u)} \cdot \frac{1}{w(E; u^{-1})} \cdot \mathcal{P}(u^{-1}), \]

where:

- \( c(E, u) = \sum_{j=0}^n c_j(E) u^j := \prod_{i=1}^n (1 + x_i u) \) is the Chern polynomial and the \( x_i \)'s are the Chern roots of \( E \);
- \( w(E, u) = \sum_{j=0}^\infty w_j(x) u^j := \prod_{i=1}^n \Omega(u, x_i) \);
- \( \mathcal{P}(u) := \sum_{i=0}^\infty [\mathbb{P}^i] u^i \) is assembled by putting together the classes of the projective spaces \( [\mathbb{P}^i] \in \Omega^*(\text{Spec } k) \).

Furthermore, we have been able to extend our definition of Segre classes to the classes of virtual bundles and obtain this geometric interpretation.

**Theorem 2.** Let \( V \) and \( W \) be two vector bundles over \( X \), respectively of rank \( n \) and \( m \). Consider the projective bundle \( \mathbb{P}^*(V) \xrightarrow{\pi} X \) with tautological bundle \( O(1) \). Then one has

\[ \pi_* \left( c_f \left( O(1) \otimes W^\vee \right) \right) = S_{m-n+1}(V - W) \]

as elements of \( \Omega^*(X) \).

With this result at our disposal we are able to apply the adaptation of Kazarian’s machinery to the resolution used in [10]: this gives us the pushforward class \( [\tilde{X}_\lambda^{KL} \to Gr_d(E)]_\Omega \), our candidate for the Schubert class of \( X_\lambda \).

**Theorem 3.** In \( \Omega^*(Gr_d(E)) \) we have

\[ [\tilde{X}_\lambda^{KL} \to Gr_d(E)]_\Omega = \phi \left( \prod_{1 \leq i < j \leq r} (1 - t_i/t_j) \prod_{1 \leq i < j \leq r} P_\Omega(t_j, t_i) \right), \]

where, after expanding the rational function in \( t_i \)'s as a power series in \( t_1^{\alpha_1} \cdots t_r^{\alpha_r} \), the map \( \phi \) sends each monomial to

\[ S_{\alpha_1}(U^\vee - (E/F^{\lambda_1-1+d})^\vee) \cdots S_{\alpha_r}(U^\vee - (E/F^{\lambda_r-\tau+d})^\vee). \]
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Homology stability for special linear groups and Euler classes of projective modules

MARCO SCHLICHTING

The talk was based on [Sch]. Let $A$ be a commutative ring, let $\mathbb{Z}[A^*]$ be the group ring of the group of units $A^*$ in $A$ with standard $\mathbb{Z}$-basis $\langle a \rangle$, $a \in A^*$, multiplication $\langle a \rangle \cdot \langle b \rangle = \langle ab \rangle$, and $\langle 1 \rangle = 1$. Let $I_{A^*} = \ker(\mathbb{Z}[A^*] \to \mathbb{Z} : \langle a \rangle \mapsto 1)$ be the augmentation ideal, and let $[a] = \langle a \rangle - 1 \in I_{A^*}$.

Definition 1. Let $A$ be a commutative ring (with infinite residue fields). We define the graded $\mathbb{Z}[A^*]$-algebra

$$\hat{K}^{MW}_*(A) = \text{Tens}_{\mathbb{Z}[A^*]} I_{A^*} / \text{Steinberg}$$

as the quotient of the tensor algebra of $I_{A^*}$ over the group ring $\mathbb{Z}[A^*]$ modulo the ideal generated by the Steinberg relations $[a] \otimes [1 - a]$ for $a, 1 - a \in A^*$.

For instance,

$$\hat{K}^{MW}_0(A) = \mathbb{Z}[A^*], \quad \hat{K}^{MW}_1(A) = I_{A^*}, \quad \hat{K}^{MW}_2(A) = I_{A^*} \otimes I_{A^*} / \text{Steinberg}. $$

Denote by $K^{MW}_n(A)$ the Milnor-Witt $K$-theory of $A$ as defined by Hopkins-Morel [Mor12].

Theorem 2. Let $A$ be a commutative local ring. If $A$ is not a field assume that the cardinality of its residue field is at least 4. Then there is a natural map of graded rings $\hat{K}^{MW}_n(A) \to K^{MW}_n(A)$ which is an isomorphism

$$\hat{K}^{MW}_n(A) \cong K^{MW}_n(A) \quad \text{for } n \geq 2.$$

Let $A$ be a commutative ring, and let $SL_n(A) = \ker(\det : GL_n(A) \to A^*)$ be the $n$th special linear group of $A$, for $n \geq 1$. When $n = 0$, we let $SL_0(A)$ be the discrete set $A^*$, and we set $SL_n(A) = \emptyset$ for $n < 0$. We prove the following.
**Theorem 3.** Let $\mathcal{A}$ be a commutative local ring with infinite residue field. Then there are isomorphisms of $\mathcal{A}^*$-modules for all $n \geq 0$

$$H_i(SL_n\mathcal{A}, SL_{n-1}\mathcal{A}; \mathbb{Z}) \cong \begin{cases} 0 & i < n \\ \hat{K}_n^{MW}(\mathcal{A}) & i = n. \end{cases}$$

This theorem is the $SL_n$-analogue of a theorem of Nesterenko-Suslin [NS89]. A version of the theorem was proved for fields of characteristic zero by Hutchinson-Tao [HT10].

Let $\mathcal{R}$ be a noetherian ring with infinite residue fields, and let $\mathcal{P}$ be an oriented projective $\mathcal{R}$-module of rank $n$. We define the “Euler class” $e(\mathcal{P})$ of $\mathcal{P}$ as a certain Zariski cohomology class $e(\mathcal{P}) \in H^n_{Zar}(\mathcal{R}, \mathcal{K}^{MW}_n)$ where $\mathcal{K}^{MW}_n$ denotes the Zariski sheaf associated with the presheaf $\mathcal{A} \mapsto \hat{K}_n^{MW}(\mathcal{A})$.

Using the previous theorem, we can show the following.

**Theorem 4.** Let $\mathcal{R}$ be a commutative noetherian ring of dimension $n \geq 2$. Assume that all residue fields of $\mathcal{R}$ are infinite. Let $\mathcal{P}$ be an oriented rank $n$ projective $\mathcal{R}$-module. Then $\mathcal{P} \cong Q \oplus \mathcal{R} \Leftrightarrow e(\mathcal{P}) = 0 \in H^n_{Zar}(\mathcal{R}, \mathcal{K}^{MW}_n)$.

Using $\mathbb{A}^1$-homotopy theory, a version of this theorem was proved by Morel [Mor12] for smooth algebras over infinite perfect fields.
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**Linkage properties for fields**

**Karim Johannes Becher**

Quaternion algebras are said to be *linked* when they can be written with a slot in common. A field (of characteristic different from 2) is said to be linked if any pair of quaternion algebras is linked. In my talk I consider the property of $n$-linkage for a field, that is, that any set of $n$ quaternion algebras over the field are linked. For $n = 2$ this means usual linkage, for $n = 3$ I refer to this property as *triple linkage*.

Elman-Lam showed in 1973 that any linked field has $u$-invariant 1,2,4 or 8 and that the value 8 occurs if and only if there exists an anisotropic 3-fold Pfister form. As a partial converse, any field with $u$-invariant 1, 2 or 4 is linked. A
typical example of a linked field with \( u \)-invariant 8 is the iterated power series field \( C((x))(y)(z) \). I show that a field with triple linkage does have \( u \)-invariant at most 4, which raises the question whether the converse holds. The result shows that triple linkage is strictly stronger than linkage. Furthermore, I give examples for fields having triple linkage, or even \( n \)-linkage for any \( n \).

**Endomorphisms of the equivariant motivic sphere**

Jeremiah Heller

(joint work with David Gepner)

Let \( k \) be a field and \( G \) a finite group whose order is coprime to \( \text{char}(k) \). Write \( G\text{Sm}/k \) for the category of smooth \( G \)-schemes over \( k \). In [1], Voevodsky introduces equivariant \( \mathbb{A}^1 \)-homotopy theory, see also [3]. If \( V \) is a representation, the associated motivic representation sphere is \( T^V := \mathbb{P}(V \oplus 1)/\mathbb{P}(V) \). The stable equivariant \( \mathbb{A}^1 \)-homotopy category \( \text{SH}_G(k) \) is obtained by inverting the motivic representation sphere \( T^{\rho_G} \), where \( \rho_G \) is the regular representation. This agrees with the category constructed in [5], other variants of stable equivariant \( \mathbb{A}^1 \)-homotopy are constructed in [6, 4]. This is a tensor triangulated category, with unit the sphere spectrum \( S_k \).

If \( E \) is an object of \( \text{SH}_G(k) \), write \( \overline{\pi}_n^G(E) \) for the presheaf on \( \text{Sm}/k \),

\[
\overline{\pi}_n^G(E)(X) = [S^n \wedge \Sigma^\infty X_+, E]_{\text{SH}_G(k)}.
\]

Below, if \( H \subseteq G \) is a subgroup, \( WH = NH/H \) and \((H)\) denotes the conjugacy class of \( H \).

**Theorem 1** ([2]). Let \( Y \) be a based motivic \( G \)-space. There is an isomorphism

\[
\overline{\pi}_n^G(\Sigma^\infty Y) \cong \bigoplus_{(H)} \overline{\pi}_n(\Sigma^\infty Y \wedge_{WH} BWH_+),
\]

where \((H)\) ranges over the set of conjugacy classes of subgroups. In particular

\[
\text{End}_{\text{SH}_G(k)}(S_k) \cong \bigoplus_{(H)} \pi_0(\Sigma^\infty BWH_+)
\]

Here \( BG \) denotes the geometric classifying space of \( G \), constructed by Morel-Voevodsky [8] and Totaro [11]. Theorem 1 is a motivic version of tom Dieck’s splitting theorem for classical stable equivariant homotopy groups [10]. In the classical setting, tom Dieck’s splitting recovers Segal’s computation [9] that \( \pi_0^G(S) = A(G) \), the Burnside ring of finite \( G \)-sets.

When \( k \) is perfect, \( \text{char}(k) \neq 2 \), Morel [7] computes that \( \pi_0(S_k) = GW(k) \), the Grothendieck-Witt ring of \( k \). The formula in Theorem 1 implies that the endomorphism ring of the equivariant motivic sphere contains a piece which is the most obvious way of combining these two endomorphism rings,

\[
\text{End}_{\text{SH}_G(k)}(S_k) \cong \bigoplus_{(H)} \pi_0(\Sigma^\infty BWH) \oplus (A(G) \otimes GW(k))
\].
In general $\pi_0(\Sigma^\infty BH)$ is nonzero and mysterious.

To establish our splitting theorem, we can reduce to the case where $Y$ is concentrated over a single conjugacy class, i.e., there is a subgroup $H$ such that $Y^K \simeq *$ unless $K \in (H)$. In this case, the theorem follows by showing that the composition below is an isomorphism

$$
\begin{array}{ccc}
\pi_*^W (EWH_+ \wedge Y^H) & \xrightarrow{\pi_*^W} & \pi_*^{NH} (EWH_+ \wedge Y^H) \\
\downarrow \Phi_{Y,H} & & \downarrow \omega \simeq \\
\pi_*^G(Y) & \leftarrow & \pi_*^G(G_+ \wedge_{NH} (EWH_+ \wedge Y)).
\end{array}
$$

Here $\omega$ is the motivic Wirthmüller isomorphism, $\pi^*$ is induced by $\pi : NH \to WH$ and $i_*$ by the inclusion $Y^H \to Y$.

The key ingredient in the proof of the splitting theorem is provided by a motivic version of the geometric fixed points functor. If $F$ is a family of subgroups, there is a geometric universal $F$-space $E_F$, which generalizes the Morel-Voevodsky, Totaro construction $E_G$. is an unbased motivic $G$-space characterized by the property that for any $X$ in $GSm/k$:

$$\text{map}(X, E_F) = \begin{cases} 
\emptyset & \text{if } X^H \neq \emptyset \text{ for some } H \notin F, \\
* & \text{else.}
\end{cases}$$

The reduction to motivic $G$-spaces concentrated at a single conjugacy class mentioned above is achieved by considering spaces of the form $X \wedge E_{F'}/E_F$, where $F \subseteq F'$ is a subfamily such that $F' - F = \{(H)\}$.

Define

$$\tilde{E}_F := \text{cofiber}(E_{F'} \to S^0).$$

For a normal subgroup $N \trianglelefteq G$. Define the geometric fixed points functor by

$$\Phi^N (E) = (\tilde{E}_F[N] \wedge E)^N,$$

where we write $F[N]$ be the family of subgroups $\{H \leq G \mid N \nsubseteq H\}$. This is a $G/N$-spectrum. Smashing with $\tilde{E}_F[N]$ is a localization, and roughly speaking has the effect of killing off maps from smooth $G$-schemes $X$ whose stabilizers do not all contain $N$. This characterization of $\Phi^N$ leads to the bottom horizontal arrow in (1) being an isomorphism.

The next result is a characterization of $\Phi^N$ which leads to the upper horizontal composition in (1) being an isomorphism. (Note that for ordinary fixed points, $(\Sigma^\infty Y)^N \not\simeq \Sigma^\infty (Y^N)$).

**Theorem 2** ([2]). *Let $N \trianglelefteq G$ be a normal subgroup, there is a natural isomorphism in $\text{SH}_{G/N}(k)$

$$\Sigma^\infty (Y^N) \simeq \Phi^N(\Sigma^\infty Y).$$*
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Hecke-type algebras and equivariant oriented cohomology of flag varieties

Changlong Zhong

1. Introduction

The idea of using combinatorial and algebraic information of root system to study geometric property of flag varieties came from the works of Demazure [10, 11] and Bernstein-Gelfand-Gelfand [3] in 1970s, and then was generalized to equivariant setting by Arabia [1, 2], Kostant-Kumar [13, 14]. The singular cohomology/Chow group and Grothendieck ring were used in this period. Over more generalized cohomology theories, the Bott-Samelson classes depend on the choice of reduced sequences. Surprisingly, the algebraic method still works. This was started in [4, 5], and then continued in [6, 12, 7, 8, 9, 16, 15]. This is the main topic of this talk.

2. Equivariant oriented cohomology of flag varieties

Let $k$ be a field of characteristic 0, and let $\mathfrak{h}$ be an oriented cohomology theory in the sense of Levine-Morel. Let $F$ be the formal group law over $R := \mathfrak{h}(k)$ determined by $\mathfrak{h}$.
Let $G$ be any split, semi-simple linear algebraic group over $k$, with $B$ any Borel subgroup containing the maximal torus $T$. Let $\Lambda = T^*$ be the group of characters. Let $\Sigma$ be the fixed set of roots with $\Pi = \{\alpha_1, \ldots, \alpha_n\}$ the set of simple roots. Let $W$ be the Weyl group. For any $J \subset \Pi$, let $P_J$ be a parabolic subgroup of $G$ determined by $J$, $W_J < W$ be the corresponding subgroup. For each $w \in W$, let $\ell(w)$ be the length of $w$. Let $w_0^J \in W_J$ be the longest element in $W$. Let $w_0$ be the longest element in $W$.

Theorem 2. Let $S$ be the group of characters generated by $S$ son, Peterson and Tymoczko for (equivariant) singular cohomology/Chow groups. $$\text{commutes with the } T \text{ and } \ell \text{ product.}$$

$Q, Q'$ be the Weyl group. For any $\wedge \wedge$, the corresponding product, which will depend on the choice of $S$ \, \wedge \, Q'^{\wedge'^*}W$. Let $\Sigma$ be the fixed set of roots with $\Pi = \{\alpha_1, \ldots, \alpha_n\}$ the set of simple roots. Let $W$ be the Weyl group. For any $J \subset \Pi$, let $P_J$ be a parabolic subgroup of $G$ determined by $J$, $W_J < W$ be the corresponding subgroup. For each $w \in W$, let $\ell(w)$ be the length of $w$. Let $w_0^J \in W_J$ be the longest element in $W_J$.

Let $\Gamma$ be a free abelian group of rank 1, generated by $\gamma$. Let $S = R[\Lambda]_{\Gamma}$ and $S' = R[\Lambda \oplus \Gamma]_{\Gamma}$ be the formal group algebras defined in [6], and denote $Q = S[\frac{1}{x_\alpha}]_{\alpha \in \Sigma}$, $Q' = S'[\frac{1}{x_\alpha}]_{\alpha \in \Sigma}$. Let $Q_W = Q_{\wedge^*}R[W], Q'_W = Q'^{\wedge'^*}R[W]$ be the twisted product. $Q_W$ and $Q'_W$ act on $Q$ and $Q'$ naturally.

The formal affine Demazure algebra $D_F$ is defined as the $R$-subalgebra of $Q_W$ generated by $S$ and $X_\alpha := \frac{1}{x_\alpha}(1 - \delta_\alpha)$ for all $\alpha \in \Sigma$. Similarly, in [16], the formal affine Hecke algebra $H_F$ is defined to be the $R$-subalgebra of $Q'_W$ generated by $S'$ and $T_\alpha := x_\gamma X_\alpha + \delta_\alpha$ for all $\alpha \in \Sigma$. Denote $X_i = X_{\alpha_i}, T_i = T_{\alpha_i}$ for simplicity. For each reduced sequence $I_w = (i_1, \ldots, i_k)$ of $w \in W$, define $X_{I_w}$ and $T_{I_w}$ as the corresponding product, which will depend on the choice of $I_w$ unless $F$ is the additive or multiplicative formal group law. Then $\{X_{I_w}\}_{w \in W}$ and $\{T_{I_w}\}_{w \in W}$ are $S$-bases of $D_F$ and $H_F$, respectively.

Let $D_F^*$ be the $S$-dual of $D_F$, on which there is an action of $D_F$, denoted by $\bullet$. There is an explicit defined element $Y_J \in D_F$.

Theorem 1. [8, 9]

1. $D_F^* \cong h_T(G/B)$, and $(D_F^*)^{W_J} \cong h_T(G/P_J)$, and the pushforward corresponds to $Y_J \bullet -$ : $D_F^* \rightarrow (D_F^*)^{W_J}$. Moreover, via the isomorphism, there is an explicitly defined element $[pt] \in D_F^*$ which corresponds to the class $[B/B] \in h_T(G/B)$. Indeed, $[pt]$ is a basis of $D_F^*$ as a $D_F$-module.

2. There are explicitly defined cohomology classes in $D_F^*$ corresponding to the Bott-Samelson classes.

3. The ◦-action

There is another action of $D_F$ on $D_F^*$, denoted by ◦, which is not $S$-linear but commutes with the $\bullet$-action. More precisely, it is restricted from the following ◦-action of $Q_W$ on $Q^*_{W} := Hom(W, Q)$, defined as follows

$q \delta_w \circ (pf_w) = qw(p)f_{wv}, \quad p, q \in Q, w, v \in W.$

Therefore, it induces an action of $D_F$ on $(D_F^*)^{W_J}$. Such action was studied Knutson, Peterson and Tymoczko for (equivariant) singular cohomology/Chow groups.

Using the ◦-action and by reinterpreting Deodhar’s work, we prove the following result:

Theorem 2. [15] We have a chain complex of $D_F$-module

$0 \rightarrow h_T(G/B) \xrightarrow{\partial_0} \bigoplus_{|J|=1} h_T(G/P_J) \xrightarrow{\partial_1} \bigoplus_{|J|=2} h_T(G/P_J) \xrightarrow{\partial_2} \cdots \xrightarrow{\partial_{n-1}} h_T(Spec(k)) \xrightarrow{\partial_n} \cdots $
where the maps are defined as certain alternating sums of push-pull morphisms between cohomology of flag varieties. This complex is exact everywhere, except for $D_k^*$. Moreover, at $D_k^*$, the cohomology is of rank 1 over $S$, provided $F$ is additive, multiplicative, or the hyperbolic formal group law (defined below).

4. Hyperbolic formal group law and the Kazhdan-Lusztig basis

In this subsection, let $F = F_h = \frac{x+y-xy}{t-1} \mu^2$ over $R_0 := \mathbb{Z}[t, t^{-1}, \mu^{-1}]$ where $\mu = t + t^{-1}$. Let $H$ be the classical Hecke algebra associated to $W$, which is generated by $\tau_i, 1 \leq i \leq n$ satisfying the braid relation and the quadratic relation $\tau_i^2 = (t^{-1} - t) \tau_i + 1$. Let $C_w$ be the Kazhdan-Lusztig basis of $H$.

Let $D_h \subset D_F$ be the subalgebra generated by $X_\alpha, \alpha \in \Sigma$. It is checked that $D_h$ is indeed a free $R_0$-module with basis $\{X_I^w\}$ $w \in W$. There is an isomorphism $\phi : H \rightarrow D_h$ of algebras defined by $\phi(\tau_i) = \mu X_i + t^{-1}$. We then have the following results:

**Theorem 4.** [15]

1. There is a canonical isomorphism $\phi(H) \odot (Y_J \bullet [pt]) \cong H \otimes_{H_J} R_0$ where $[pt]$ is the cohomology class in $h_T(G/B)$ determined by $B/B$, $H_J$ is the Hecke algebra associated to $W_J$, and $R_0$ is a $H_J$-module via the map $H_J \rightarrow R_0, \tau_j \mapsto t^{-1}, j \in J$.

2. $\phi(C_{w_0}^J) = \mu^{\ell(w_0^J)}Y_J$, where $C_{w_0}^J \in H$ is the Kazhdan-Lusztig basis corresponding to $w_0^J$.

5. Formal affine Hecke algebra and convolution algebra

Let $Z$ be the Steinberg variety, which admits an action of $G \times k^\times$. Let $\mathfrak{h}$ be any oriented cohomology theory obtained from base change of the algebraic cobordism $\Omega$, that is, $\mathfrak{h}(X) = \Omega(X) \otimes_L R$ where $L$ is the Lazard ring and $L \rightarrow R$ is the map determining the formal group law $F$ of $\mathfrak{h}$. Then $\mathfrak{h}(Z)$ is well defined, even though $Z$ is a singular variety.

Generalizing results of Lusztig on affine Hecke algebra, we have the following result.

**Theorem 5.** [16] There is a canonical isomorphism of non-commutative algebras $H_F \cong \mathfrak{h}_{G \times k^\times}(Z)$ where the right hand side is the convolution algebra.

For each elliptic curve $E$, there is an elliptic affine Hecke algebra $H$ defined by Ginzburg-Kapranov-Vasserot, which is a sheaf of algebras over the variety $E^{n+1}/W$ (where $W$ acts on the first $n$ coordinates). We have

**Theorem 6.** [16] Let $H_{(0)}$ be the completion of the stalk of $H$ at $0 \in E^{n+1}$, then $H_{(0)}$ is isomorphic to the formal affine Hecke algebra $H_F$ where $F$ is the elliptic formal group law determined by $E$. 

The Hurewicz and Conservativity Theorems for $\text{SH}(k) \to \text{DM}(k)$

Tom Bachmann

In classical algebraic topology, the study of the stable homotopy category $\text{SH}$ is greatly facilitated by considering the functor $C_* : \text{SH} \to D(\text{Ab})$ which associated to a spectrum its singular chain complex. This functor is conservative on connective spectra (i.e. those with only finitely many non-vanishing negative stable homotopy groups) and induces an isomorphism on Picard groups. Both of these result follows easily from the so-called Hurewicz theorem, i.e. the fact that if $E \in \text{SH}(k)$ has $\pi_i(E) = 0$ for all $i < 0$ then $H_iC_*(E) = 0$ for all $i < 0$ and also $H_0C_*(E) = \pi_0E$.

The aim of this talk is to explain how one may extend this result to the motivic world. More specifically we ask: what extra assumptions are necessary in order for the natural functor $M : \text{SH}(k) \to \text{DM}(k)$, associating to a spectrum its motive, to be conservative? Answering this question consists in two steps. The
first is to establish an analog of the Hurewicz theorem. For this, recall that the categories $\text{SH}(k)$ and $\text{DM}(k)$ afford $t$-structures and $M$ affords a $t$-conservative right adjoint $U$. We write $\pi_i(E)_* \in \text{SH}(k)^{\heartsuit}$ for the homotopy objects associated to an object $E \in \text{SH}(k)$, and $h_i(M)_* \in \text{DM}(k)^{\heartsuit}$ for the homotopy objects of a motive $M \in \text{DM}(k)$. There is an induced functor $U : \text{DM}(k)^{\heartsuit} \to \text{SH}(k)^{\heartsuit}$ which detects zero objects. With this notation set up, we prove the following theorem.

**Theorem 1.** If $E \in \text{SH}(k)$ and $\pi_i(E)_* = 0$ for all $i<0$, then $h_i(E)_* = 0$ for all $i<0$, and moreover $Uh_0(ME)_* = \pi_0(E)_*/\eta$.

Here $\eta : \pi_0(E)_{*+1} \to \pi_0(E)_*$ is the Hopf element. The proof of this result uses an important structure theorem of Dégllise [2].

It then remains to find criteria for when $\pi_0(E)_*/\eta = 0$ implies that $\pi_0(E)_* = 0$. In this talk we show how to use results of Levine on Voevodsky’s slice filtration [3] to prove the following result.

**Theorem 2.** Let $k$ be a field of characteristic zero and finite 2-étale cohomological dimension and $E \in \text{SH}(k)$ connective and slice-connective. Then $ME = 0$ implies that $E = 0$.

Here slice-connectivity is a technical condition which is implied by compactness, for example. The restriction on the characteristic of the base field is not really relevant. More details can be found in [1].
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**Differential and Quadratic Forms in Characteristic Two**

**Ahmed Laghribi**

(joint work with Roberto Aravire and Manuel O’Ryan)

Let $F$ be a field of characteristic 2. For a quadratic form $Q$ over $F$, we denote by $F(Q)$ the function field of the projective quadric given by $Q$. If $B$ is a bilinear form over $F$ of underlying vector space $V$, we denote by $\tilde{B}$ the (quasilinear) quadratic form defined on $V$ by: $\tilde{B}(v) = B(v, v)$. The function field of $B$, denoted $F(B)$, is by definition the function field of the projective quadric given by $\tilde{B}$. For $a_1, \ldots, a_n \in F^* := F \setminus \{0\}$, let $\langle a_1, \cdots, a_n \rangle$ denote the diagonal bilinear form $\sum_{i=1}^n a_i x_i y_i$.

Let $\Omega^1_F$ be the space of absolute differential forms over $F$, i.e. the $F$-vector space generated by symbols $dx$, $x \in F$, subject to the relations: $d(x+y) = dx + dy$ and $d(xy) = xdy + ydx$ for any $x, y \in F$. For any integer $n \geq 1$, let $\Omega^n_F = \wedge^n \Omega^1_F$ denote the $n$-th exterior power of $\Omega^1_F$ (we take $\Omega^0_F = F$). We have an $F^2$-linear
map \( F \rightarrow \Omega^1_F \), given by: \( x \mapsto dx \) for \( x \in F \). This map extends to the differential operator \( d : \Omega^1_F \rightarrow \Omega^{n+1}_F \) defined by: 
\[
d(dx_1 \wedge \cdots \wedge dx_n) = dx \wedge dx_1 \wedge \cdots \wedge dx_n.
\]

The well-known Artin-Schreier map \( \wp : F \rightarrow F \), \( \wp(a) = a^2 - a \), extends to a well-defined map \( \wp : \Omega^n_F \rightarrow \Omega^n_F/d\Omega^{n-1}_F \) given by:
\[
\wp(x \frac{dx_1}{x_1} \wedge \cdots \wedge \frac{dx_n}{x_n}) = (x^2 - x) \frac{dx_1}{x_1} \wedge \cdots \wedge \frac{dx_n}{x_n} + d\Omega^{n-1}_F.
\]

Let \( H^{n+1}_2(F) \) (resp. \( \nu_F(n) \)) be the cokernel of \( \wp \) (resp. the kernel of \( \wp \)). For any field extension \( K/F \), we get two group homomorphisms \( H^{n+1}_2(F) \rightarrow H^{n+1}_2(K) \) and \( \nu_F(n) \rightarrow \nu_K(n) \) induced by scalar extension. A natural question that arises consists in computing the kernels of these homomorphisms.

Here we are interested to the first homomorphism \( H^{n+1}_2(F) \rightarrow H^{n+1}_2(K) \), whose kernel is denoted \( H^{n+1}_2(K/F) \). Recall that the kernel \( H^{n+1}_2(K/F) \) was computed in the following cases:

(A1) \( K/F \) is purely transcendental [2, Lem. 2.17].

(A2) \( K/F \) is quadratic [1, Prop. 6.4], [2, Lem. 2.18].

(A3) \( K/F \) is biquadratic separable [4, Th. 19].

(A4) \( K = F(Q) \), where \( Q \) is a bilinear Pfister form of arbitrary dimension [2, Th. 4.1], or a quadratic Pfister form of dimension \( 2^{m+1} \) such that: \( n \leq m \) [2, Th. 5.5] and [6, Page 655], or \( m = 0, 1 \) [1, Prop. 6.4] and [3, Th. 1.6].

(A5) \( K/F \) is multiquadratic of separability degree \( \leq 2 \) [5, Prop. 2 and 3].

Our main result is the following theorem which gives a complete computation of the kernel \( H^{n+1}_2(K/F) \), where \( K = L \cdot F(B) \) is the compositum of a multiquadratic extension \( L/F \) of separability degree \( \leq 2 \) with the function field \( F(B) \) of a bilinear Pfister form \( B \) over \( F \). More precisely, we have:

Theorem 1. ([6]) Let \( B = \langle 1, a_1 \rangle \otimes \cdots \otimes \langle 1, a_m \rangle \) be an anisotropic bilinear Pfister form over \( F \), \( L = F(\sqrt{c_1}, \ldots, \sqrt{c_k}) \) for \( c_1, \ldots, c_k \in F^* \) such that \( [F(\sqrt{c_1}, \ldots, \sqrt{c_k}) : F] = 2^k \), \( \wp(a) = a \in F \) and \( B_L \) is anisotropic. Let \( \eta = \frac{da}{a_1} \wedge \cdots \wedge \frac{da_m}{a_m} \in \Omega^m_F \). Then:
\[
H^{n+1}_2(L \cdot F(B)/F) = \begin{cases} 
av_F(n) + \eta \wedge \Omega^{n-m}_F + \sum_{i=1}^k \frac{dc}{c_i} \wedge \Omega^{n-1}_F & \text{if } n \geq m, \\
\av_F(n) + \sum_{i=1}^k \frac{dc}{c_i} \wedge \Omega^{n-1}_F & \text{if } 0 \leq n < m.
\end{cases}
\]

To interpret this theorem in the language of quadratic forms we recall some definitions. Let \( W_q(F) \) (resp. \( W(F) \)) be the Witt group of nonsingular quadratic forms over \( F \) (resp. the Witt ring of regular symmetric bilinear forms over \( F \)). For any integer \( n \geq 1 \), let \( I^n_q(F) \) denote the subgroup \( I^{n-1}_q(F) \otimes W_q(F) \) of \( W_q(F) \), where \( I^k(F) \) is the \( k \)-th power of the fundamental ideal \( I(F) \) of \( W(F) \), and \( \otimes \) is the module action of \( W(F) \) on \( W_q(F) \) (we take \( I^0(F) = W(F) \)). Let \( T_q^n(F) \) (for \( n \geq 1 \)) and \( T^n(F) \) be the quotients \( I^n_q(F)/I^{n+1}_q(F) \) and \( I^n(F)/I^{n+1}(F) \), respectively. For any field extension \( K/F \), let \( T^n_q(K/F) \) (resp. \( T^n(K/F) \)) denote the kernel of the
homomorphism $\bar{T}_q^n(F) \to \bar{T}_q^n(K)$ (resp. $I_q^n(F) \to I_q^n(K)$) induced by scalar extension. It is well-known by a result of Kato [7] that we have two isomorphisms $e^n : \bar{T}_q^{n+1}(F) \to H_2^{n+1}(F)$ and $f^n : \bar{T}_q^n(F) \to \nu_F(n)$ given as follows:

$$e^n((1, b_1) \otimes \cdots \otimes (1, b_n) \otimes [1, c] + I_q^{n+2}(F)) = c\frac{db_1}{b_1} \wedge \cdots \wedge \frac{db_n}{b_n} + d\Omega_F^{n-1} + \varphi(\Omega_F^n),$$

$$f^n((1, b_1) \otimes \cdots \otimes (1, b_n) + I_{q+1}^n(F)) = \frac{db_1}{b_1} \wedge \cdots \wedge \frac{db_n}{b_n},$$

where $[1, c]$ denotes the binary nonsingular quadratic form $x^2 + xy + cy^2$. Using these isomorphisms, we deduce from Theorem 1 the following corollary:

**Corollary 2.** ([6]) We keep the same notations and hypotheses as in Theorem 1. Then:

$$I_q^{n+1}(L \cdot F(B)/F) = \begin{cases} I^n(F) \otimes [1, a] + B \otimes I_{q}^{n-m-1}(F) + \sum_{i=1}^{k} (1, c_i) \otimes I_q^n(F) & \text{if } n \geq m, \\ I^n(F) \otimes [1, a] + \sum_{i=1}^{k} (1, c_i) \otimes I_q^n(F) & \text{if } 0 \leq n < m. \end{cases}$$

As a consequence, we prove the following:

**Corollary 3.** ([6]) We keep the same notations and hypotheses as in Theorem 1. Then:

$$I_q^{n+1}(L \cdot F(B)/F) = \begin{cases} I^n(F) \otimes [1, a] + B \otimes I_{q}^{n-m-1}(F) + \sum_{i=1}^{k} (1, c_i) \otimes I_q^n(F) & \text{if } n \geq m, \\ I^n(F) \otimes [1, a] + B \otimes W_q(F) + \sum_{i=1}^{k} (1, c_i) \otimes I_q^n(F) & \text{if } 0 \leq n < m. \end{cases}$$

We also discussed the analogue of Theorem 1 when the bilinear Pfister form $B$ is replaced by a quadratic Pfister form. This is related to the following question:

**Question 1.** Let $Q = (1, a_1) \otimes \cdots \otimes (1, a_m) \otimes [1, b]$ be an anisotropic quadratic Pfister form over $F$. Is it true that

$$H_2^{n+1}(F(Q)/F) = \begin{cases} b\frac{da_1}{a_1} \wedge \cdots \wedge \frac{da_m}{a_m} \wedge \nu_F(n-m) & \text{if } n \geq m \\ 0 & \text{if } n < m \end{cases}$$

This question has a positive answer when $m = 0, 1$ or $n \leq m$ (see the references mentioned before in the case (A4)). In general, depending on the positive answers to this question, we prove the following:

**Theorem 4.** ([6]) Let $m, n$ be two integers for which Question 1 has a positive answer. Let $L = F(\sqrt{c_1}, \ldots, \sqrt{c_k})$ be such that $[L : F] = 2^k$, and let $Q = (1, a_1) \otimes \cdots \otimes (1, a_m) \otimes [1, b]$ be an anisotropic quadratic Pfister form over $F$. Then:

$$H_2^{n+1}(L \cdot F(Q)/F) = \begin{cases} \sum_{i=1}^{k} \frac{dc_i}{c_i} \wedge \Omega_F^{n-1} & \text{if } Q_L \text{ is isotropic, or} \\ \sum_{i=1}^{k} \frac{dc_i}{c_i} \wedge \Omega_F^{n-1} + b\frac{da_1}{a_1} \wedge \cdots \wedge \frac{da_m}{a_m} \wedge \nu_F(n-m) & \text{if } Q_L \text{ is anisotropic and } n < m, \\ \text{otherwise.} \end{cases}$$
Using the Kato’s isomorphisms described before, Theorem 4 can be interpreted in the language of quadratic forms to get the analogues of Corollaries 2 and 3. According to the results that we described, we ask the following question:

**Question 2.** Let $L/F$ be a purely inseparable extension of finite degree, $B$ an anisotropic bilinear Pfister form over $F$, and $K/F$ a separable quadratic extension. Suppose that $B$ is anisotropic over $L$. Is it true that

$$H_{2n+1}^2(L \cdot K(B)/F) = H_{2n+1}^2(L/F) + H_{2n+1}^2(K/F) + H_{2n+1}^2(F(B)/F)?$$
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**Equivariant motives of homogeneous varieties**

**NIKITA SEMENOV**

(joint work with Victor Petrov)

Let $G$ denote a split semisimple algebraic group of rank $l$ over a field $F$ and let $B$ be a Borel subgroup of $G$. Denote by $BB$ the classifying space of $B$, fix a prime number $p$, and denote by $Ch^*$ the Chow ring modulo $p$.

Consider the kernel of the characteristic map (see [1]):

$$I_p = \text{Ker}(Ch^*(BB) \xrightarrow{\delta} Ch^*(G/B)).$$

Victor Kac showed in [2] that the ideal $I_p$ is generated by $l$ homogeneous elements of explicit degrees $d_{1,p}, \ldots, d_{l,p}$ depending on the combinatorics of $G$.

We work in the category of $G$-equivariant Chow motives with coefficients in $\mathbb{Z}/p$. This category is defined in the same way as the category of ordinary Chow motives (see [3]) but with Chow rings replaced by the equivariant Chow rings of Edidin–Graham, Totaro.

We show (see [4] for details):
Theorem. The $G$-equivariant Chow motive $\mathcal{M}_G(G/B)$ of the variety $G/B$ with $\mathbb{Z}/p$-coefficients is isomorphic to
\[ \bigoplus_{i \geq 0} R_{p,G}^i(G) \oplus \text{c}_i \]
for some explicit integers $c_i$, the $G$-equivariant motive $R_{p,G}^i(G)$ is indecomposable and the Poincaré series of $\text{Ch}_G^*(R_{p,G}^i(G))$ equals $\prod_{l=1}^t \frac{1}{1-t^{d_{l,p}}} \in \mathbb{Z}[[t]]$.

The proof uses a reduction to the case of ordinary Chow motives of twisted forms of $G/B$ whose structure was established in [5].
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Transfers for non-stable $K_1$-functors of classical type
Anastasia Stavrova

Let $\text{Sm}_k$ be the category of Noetherian smooth schemes of finite type over a field $k$. For any presheaf $F$ on $\text{Sm}_k$, we denote its Nisnevich sheafification by $F_{N\text{is}}$. Let $G$ be a reductive $k$-group that contains a proper parabolic $k$-subgroup $P$, or, equivalently, a non-central subgroup $G_m,k$. For any $k$-scheme $X$ set
\[ E_P(X) = \langle U_P(X), U_P^-(X) \rangle \leq G(X), \]
where $U_P$ and $U_{P^-}$ are the unipotent radicals of $P$ and any opposite parabolic subgroup $P^-$. The quotient $K_1^{G,P}(X) = G(X)/E_P(X)$ is called the non-stable $K_1$-functor associated to $G$. The functor $K_1^{G,P}$ on affine $k$-schemes is independent of the choice of a strictly proper parabolic $k$-subgroup $P$. If every semisimple normal subgroup of $G$ contains $(\mathbb{G}_m)^2$, then $K_1^{G,P}$ takes values in the category of groups. Also, it satisfies certain injectivity and $\mathbb{A}^1$-invariance theorems [St]. The above-mentioned properties of $K_1^{G,P}$ imply that the functor $K_1^{G,P} = K_1^{G,N\text{is}}$ on $\text{Sm}_k$ is group-valued, independent of the choice of $P$, and $\mathbb{A}^1$-invariant.

Let $k$ be a field, and let $H \xrightarrow{\mu} T$ be a homomorphism of algebraic $k$-groups where $T$ is a torus. Let $F$ be a field extension of $k$. We say that $\mu$ satisfies Merkurjev’s norm principle over $F$, if for any étale $F$-algebra $E$ the standard norm homomorphism $T(E) \xrightarrow{N_{E/F}} T(F)$ satisfies
\[ N_{E/F} \circ \mu(H(E)) \subseteq \mu(H(F)). \]
Our construction of transfers for $K_{1,Nis}^G$ is based on the construction of norm maps for $R$-equivalence class groups due to Chernousov and Merkurjev [ChMe]. Note that if $G$ is a simply connected semisimple $k$-group, then for any field extension $F$ of $k$ one has $K_1^G(F) = G(F)/RG(F)$ by [Gi, Théorème 7.2).

**Theorem 1.** Let $k$ be an infinite field. Let $G$ be a simply connected semisimple $k$-group such that every semisimple normal subgroup of $G$ contains $(\mathbb{G}_m,k)^2$. Assume that $G$ fits into a short exact sequence of $k$-group homomorphisms

$$1 \to G \to H \xrightarrow{\mu} T \to 1,$$

where $H$ is a $k$-rational reductive $k$-group, $T$ is a $k$-torus, and $\mu$ satisfies Merkurjev’s norm principle over every field extension $F$ of $k$. Then $K_{1,Nis}^G$ takes values in abelian groups, and has transfer homomorphisms $f_* : K_{1,Nis}^G(B) \to K_{1,Nis}^G(A)$, for any pair $A, B$ of essentially smooth $k$-algebras and any finite flat generically étale $k$-algebra homomorphism $f : A \to B$, satisfying the following properties.

(a) Assume that $B = B_1 \times B_2$ is a product of two regular $k$-algebras, and let $f_1 : A \to B_1$ and $f_2 : A \to B_2$ be the natural maps. Then $f_* = (f_1^*, f_2^*)$. If, moreover, $f_1 : A \xrightarrow{\cong} B_1$ is a $k$-algebra isomorphism, then $f_1^* = ((f_1)^{-1})^*$. 

(b) For any $k$-algebra homomorphism $g : A \to A'$ such that $A'$ and $B' = B \otimes_A A'$ are essentially smooth over $k$, and $f' = f_{A'} : A' \to B'$ is generically étale, the following diagram commutes:

$$
\begin{align*}
K_{1,Nis}^G(A) &\xrightarrow{g^*} K_{1,Nis}^G(A') \\
\downarrow f_* &\quad \downarrow (f')_* \\
K_{1,Nis}^G(B) &\xrightarrow{g'^*} K_{1,Nis}^G(B')
\end{align*}
$$

(c) If $f : E \to F$ is a finite separable extension of fields essentially smooth over $k$, then

$$f_* = N_{E/F} : G(E)/RG(E) \to G(F)/RG(F)$$

is the Chernousov–Merkurjev norm homomorphism [ChMe, p. 187].

The theorem applies if $G$ is a simply connected group of classical type $A_l - D_l$, see [ChMe] (for $D_l$, one has to assume $\text{char} k \neq 2$ because of the norm principle). However, $K_{1,Nis}^G$ is trivial on $\text{Sm}_k$ for groups of type $B_l$ and $C_l$.

**Lemma 2.** Let $R$ be a local domain with an infinite residue field and the fraction field $K$. Let $G, H, T$ and $G', H', T'$ be reductive group schemes over $R$, such that $H$ and $H'$ are $R$-rational, and there are two short exact sequences of $R$-group scheme homomorphisms (1) and

$$1 \to G' \to H' \xrightarrow{\mu'} T' \to 1.$$
Assume also that $\beta : T' \to T$ is a $R$-group scheme homomorphism such that

\[(3) \quad \beta(\mu'(H'(F))) \subseteq \mu(H(F))\]

for any field extension $F$ of $K$.

(i) There exist an open dense $R$-subscheme $U \subseteq H'$ and an $R$-morphism $\eta : U \to H$ such that $\mu \circ \eta = \beta \circ \mu'|_U$, $1_{H'} \in U(R)$, and $\eta(1_{H'}) = 1_H$.

(ii) The induced map $\tilde{\eta} : U(R) \to H(R)/(RG(K) \cap H(R))$ extends uniquely to a homomorphism

\[\tilde{\beta} : H'(R) \to H(R)/(RG(K) \cap H(R))\]

such that $\tilde{\beta}(RG'(K) \cap H'(R)) = 1$. This homomorphism is independent of the choice of a pair $(U, \eta)$ as in (i). If $R = K$ is a field, then $\tilde{\beta}$ coincides with the respective map in [ChMe, Lemma 3.2].

(iii) Assume that $G$ is simply connected, $G$ and $G'$ have strictly proper parabolic $R$-subgroups $P$ and $P'$, and $K_{1}^{G,P}(R) \to K_{1}^{G,P}(K)$ is injective. Then $\tilde{\beta}$ induces a homomorphism

\[\hat{\beta} : K_{1}^{G',P'}(R) \to K_{1}^{G,P}(R)\]

For any ring homomorphism $f : R \to S$, where $S$ is a local domain with the fraction field $E$ such that $K_{1}^{G,P}(S) \to K_{1}^{G,P}(E)$ is injective, the map $\hat{\beta}$ is functorial with respect to $f$.

Proof. The proof of (i) is exactly the same the one for fields [ChMe, Lemma 3.1]. For (ii), use that by [ChMe, Lemma 3.2] the map $\tilde{\eta} : U(K) \to H(K)/RG(K)$ extends uniquely to a homomorphism $\hat{\beta} : H'(K) \to H(K)/RG(K)$ so that for any $g \in H'(K)$ and $g_1, g_2 \in U(K)$ with $g = g_1g_2$ one has

\[(4) \quad \hat{\beta}(g) = \tilde{\eta}(g_1)\tilde{\eta}(g_2).\]

This $\hat{\beta}$ is independent of $(U, \eta)$, and $\hat{\beta}(RG'(K)) = 1$. We restrict this $\hat{\beta}$ to $H'(R)$.

For (iii), note that since $K_{1}^{G,P}(R) \text{ injects into } K_{1}^{G,P}(K)$ and $E_P(K) = RG(K)$, we have $RG(K) \cap G(R) = E_P(R)$. Since $E_{P'}(R) \leq RG'(K)$, the map $\hat{\beta}$ induces $\tilde{\beta}$. Its functoriality follows from (4).

The following lemma is proved by induction on dim $A$.

**Lemma 3.** Let $A$ be an essentially smooth $k$-domain. Let $F_1 : \text{Sm}_A \to \text{Groups}$ be a presheaf, and let $F_2 : \text{Sm}_A \to \text{Groups}$ be a Nisnevich sheaf. Assume that for any essentially smooth $A$-domain $R$ with the fraction field $E$ the map $F_2(R) \to F_2(E)$ is injective, and if $R$ is also Henselian local, then there is a homomorphism

\[\lambda_R : F_1(R) \to F_2(R),\]

functorial with respect to any homomorphism of essentially smooth local Henselian $A$-domains $R$. Then there is a unique homomorphism $\lambda_A : F_1(A) \to F_2(A)$ such
that for any prime henselization \( i^h_p : A \to A^h_p \) the following diagram commutes:

\[
\begin{array}{ccc}
F_1(A) & \xrightarrow{-} & F_2(A) \\
\downarrow F_1(i^h_p) & & \downarrow F_2(i^h_p) \\
F_1(A^h_p) & \xrightarrow{\lambda_{A^h_p}} & F_2(A^h_p).
\end{array}
\]

Proof of Theorem 1. By [ChMe, Lemma 1.2] the values of \( K^*_1 \) on fields are abelian, hence \( K^*_1,\text{Nis} \) on \( \text{Sm}_k \) takes values in abelian groups by [St, Theorem 1.4]. For any \( f : A \to B \) as in the statement of the theorem, set \( T' = R_{B/A}(T_B) \), \( G' = R_{B/A}(G_B) \), and \( H' = R_{B/A}(H_B) \). These groups form the sequence (2), and for any essentially smooth \( A \)-algebra \( R \) one has \( K^*_1,\text{Nis}(R) = K^*_1,\text{Nis}(R \otimes_A B) \). For any \( A \)-algebra \( R \), one can define a natural ”norm” homomorphism

\[
N_{B/A} : T'(R) = T(R \otimes_A B) \to T(A),
\]

extending the usual norm in the field case, see [Pa, §2]. This homomorphism defines an \( A \)-group scheme homomorphism \( \beta = N_{B/A} : T' \to T_A \).

Assume that \( A \) is a domain with the fraction field \( K \). Lemma 2 and [St, Theorem 1.4] imply that \( F_1 = K^*_1,\text{Nis} \) and \( F_2 = K^*_1,\text{Nis} \) satisfy Lemma 3. Set

\[
f_* = \lambda_A : K^*_1,\text{Nis}(A) = K^*_1,\text{Nis}(B) \to K^*_1,\text{Nis}(A).
\]

We extend the definition of \( f_* \) to products of domains by additivity. If \( f : A \to B \) is a finite separable extension of fields, then \( \lambda_A = \lambda_K \) is the map \( \hat{\beta} \) of Lemma 2 (iii), and hence coincides with the Chernousov–Merkurjev norm map.

The maps \( f_* \) are compatible with any admissible base change \( A \to A' \). Indeed, by the commutativity of (5) we can assume that \( A \) and \( A' \) are henselian local, and transfers are of the form \( \hat{\beta} \). Since the toral norm homomorphisms are compatible with base change [Pa], we just need to use the last claim of Lemma 2. It remains to check that \( f_* \) satisfies (a) in the statement of the theorem. This follows from Lemma 2 and the multiplicativity and normalization properties of norm maps [Pa].

The author’s visit to MFO was partially supported by “Native towns”, a social investment program of PJSC “Gazprom Neft”.
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Chern classes for Morava K-theories

Pavel Sechin

1. What is $K$-orientability?

Let $A^*$ be any generalized oriented cohomology theory (recall Def.1 below). One can show using Th.2 that the ring of all (not necessarily additive) operations from the Grothendieck group of vector bundles $K_0$ to $A^*$ is freely generated by Chern classes. Motivated by this fact, we pose the following question.

Let $K$ be a generalized cohomology theory, perhaps, similar to $K_0$ in some sense. Is there a notion of $K$-orientable theories? These theories should be presheaves of rings on the category of smooth varieties satisfying some axioms and supplied with some additional structure. In particular, any $K$-orientable theory should be equipped with some operations $K \to A^*$ which imitate usual Chern classes. These Chern classes should freely generate the ring of all operations to $A^*$. More generally we might try to reformulate any property of usual oriented theories (which are now $K_0$-oriented) for this notion.

Recall that I.Panin and A.Smirnov [1] have shown that an orientation of a theory can be specified by different types of data: the structure of pushforwards for proper morphisms, Thom classes of line bundles or Chern classes of line bundles. If the notion $K$-orientability exists for some theory $K$, it is reasonable to ask what is a geometric structure analogous to proper pushforwards which controls this notion?

Unfortunately we are nowhere near to answer these quite general questions. The goal of this talk was to provide a little evidence that the notion $K(n)$-orientability could make sense. Here $K(n)$ is the $n$-th Morava K-theory (Def.4).

The main result is the existence of a series of operations $c_i : K(n) \to CH^i \otimes \mathbb{Z}(p)$ which satisfy the Cartan formula and generate freely all operations to $CH^* \otimes \mathbb{Z}(p)$. We may interpret this as $CH^* \otimes \mathbb{Z}(p)$ are '$K(n)$-orientable'. At the same time we are able to show that there are much more operations to $CH^*/p$, except from those generated by operations $c_i$.

2. Set-up: theories of rational type

The main tool in our construction of Chern classes from Morava K-theories to Chow groups is the classification of operations and poly-operations from a theory of rational type to any orientable theory due to A. Vishik [2], [3].

Fix a field $k$ with char $k = 0$.

**Def. 1** (Panin-Smirnov, [1]; Levine-Morel, [4]; Vishik, [2]). A **generalized oriented cohomology theory** (g.o.c.t.) is a presheaf of rings on a category of smooth varieties over $k$ $A^* : Sm/k^{op} \to RING$ supplied with the data of pushforward maps for proper morphisms.

These structures have to satisfy the following axioms: the projection formula, the projective bundle theorem, $A^1$-homotopy invariance and the excision (sometimes called localization) axiom (EXCI).
The axiom (EXCI) says that for $X$ smooth, $U \subset X$ an open subset and $Z$ the closed complement $X \setminus U$ we have a right exact sequence:

$$A^*(Z) \to A^*(X) \to A^*(U) \to 0,$$

where the left map is the pushforward (carefully defined for singular $Z$) and the right map is the restriction map.

Orientation of a theory provides it with Chern classes, which we consider as (non-additive) operations $c^A_i: K_0 \to A^*$. One may associate with each g.o.c.t. a formal group law (FGL) over its ring of coefficients by the following formula:

$$c^A_1(L \otimes L') = F_A(c^A_1(L), c^A_1(L')).$$

Exl. 2. Algebraic cobordisms of Levine-Morel $\Omega^*$ are the universal g.o.c.t. ([4]). Other examples are $K_0$ and Chow groups $CH^*$.

The corresponding FGL’s are the universal one over the Lazard ring $\mathbb{L}$, the multiplicative one $F_m(x, y) = x + y + xy$ and the additive one $F_a(x, y) = x + y$ respectively.

Def. 3 (Levine-Morel, [4]). Let $R$ be a ring, let $\mathbb{L} \to R$ be a ring morphism, which classifies an FGL over $R$.

Then $\Omega^* \otimes_{\mathbb{L}} R$ is a g.o.c.t. which is called a free theory.

Theories of rational type were introduced by A. Vishik in [2] and are those g.o.c.t. which satisfy an additional axiom (CONST) and have a really strong property (but rather technical to state it here precisely): its values can be described by induction on the dimension of a variety.

The axiom (CONST) for a g.o.c.t. $A^*$ says that for any smooth irreducible variety $X$ the canonical map from $A^*(k(X)) := \lim_{U \subset X} A^*(U)$ to $A := A^*(\text{Spec } k)$ is an isomorphism. This allows one to split $A^*$ as presheaf of abelian groups in two summands: $A^* = \tilde{A}^* \oplus A$, where $A$ is a constant presheaf and $\tilde{A}^*$ is a presheaf of elements trivial in generic points.

Th. 1 (Vishik, [2]). Theories of rational type are precisely free theories.

Though we do not have new examples of cohomological theories as theories of rational type, their intrinsic ‘inductive’ description allows one to study operations between them in a very efficient way.

Th. 2 (Vishik, [2],[3]). Let $A^*$ be a theory of rational type and $B^*$ be a g.o.c.t.

Then the set of operations $[A^*, B^*]$ is in 1-to-1 correspondence with the following data:

- maps of sets $A^*((\mathbb{P}^\infty)^{\times r}) \to B^*((\mathbb{P}^\infty)^{\times r})$ (the restriction of an operation), which are compatible with a list of morphisms between products of $\mathbb{P}^\infty$. This list consists of partial point inclusions, partial diagonals, partial projections, partial Segre maps and the action of the symmetric group.
3. Operations to Chow groups from Morava K-theories

Fix a prime $p$.

**Def. 4.** Let $n \geq 1$. Denote by $K(n)$ a theory of rational type with the ring of coefficients $\mathbb{Z}(p)$ and the logarithm of the FGL $\log_{K(n)}(x) = \sum_{i=0}^{\infty} \frac{x^{p^i}}{p^i}$. It’s called the $n$-th Morava K-theory.

**Rem. 3.** The first Morava K-theory is isomorphic to $K_0 \otimes \mathbb{Z}(p)$ as a presheaf of rings (and the Artin-Hasse exponential provides a change of orientation in terms of the first Chern class).

The main result is as follows.

**Th. 4.** There exist a series of non-additive operations $c_i : K(n) \to CH^i \otimes \mathbb{Z}(p)$ for $i \geq 1$, s.t.

1. the following Cartan’s formula holds:
   \[ c_{\text{tot}}(x + y) = F_{K(n)}(c_{\text{tot}}(x), c_{\text{tot}}(y)), \]
   where $c_{\text{tot}} = \sum_{i \geq 1} c_i$;

2. any operation $K(n) \to CH^* \otimes \mathbb{Z}(p)$ can be uniquely written as a series in $c_i$ with $\mathbb{Z}(p)$-coefficients.

**Rem. 5.** In a paper by V. Petrov and N. Semenov [5] operations $c_1, c_p^n$ appeared as additive operations to Chow groups where summation was changed.

We construct operations $c_i$ inductively. From Cartan’s formula it follows that $\log_{K(n)}(c_{\text{tot}})$ is an additive operation to $CH^* \otimes \mathbb{Q}$. It’s not hard to prove using Th.2 that the space of additive operations from $K(n)$ to $CH^i \otimes \mathbb{Z}(p)$ is a free module of rank one (and the same is true for operations to $CH^i \otimes \mathbb{Q}$). Comparing the $i$-th graded component of $\log_{K(n)}(c_{\text{tot}})$ with generators of additive operations allows to describe $c_i$ in terms of $c_j$ with $j < i$ as operations to $CH^i \otimes \mathbb{Q}$. The technical difficulty of the proof is left to show that these operations are in fact integral, which is done by the use of Th.2.

**References**

Galois cohomology of simply connected real groups, and generalized
Reeder’s puzzle

Mikhail Borovoi
(joint work with Zachi Evenor)

Let $G$ be a connected, simply connected, absolutely simple algebraic group over the
field of real numbers $\mathbb{R}$. Let $H \subset G$ be a connected, simply connected, semisimple
$\mathbb{R}$-subgroup. We consider the homogeneous space $X = G/H$, which is an algebraic
variety over $\mathbb{R}$. We ask

**Question 1.** How many connected components has $X(\mathbb{R})$?

This is equivalent to

**Question 2.** What is the cardinality of the finite set

$$\ker[H^1(\mathbb{R}, H) \to H^1(\mathbb{R}, G)],$$

where $H^1(\mathbb{R}, H)$ and $H^1(\mathbb{R}, G)$ denote the corresponding Galois cohomology sets?

We propose a method of answering these questions using our solutions of gen-
eralized Reeder’s puzzle on Dynkin diagrams.

Let $D$ be a simply-laced graph with vertices numbered by $1, 2, \ldots, n$, where
“simply-laced” means that the graph has no multiple edges. By a labeling of $D$ we
mean a vector $a = (a_1, \ldots, a_n)$, where $a_i = 0$ or $a_i = 1$. In other words, at each
vertex $i$ of $D$ we write a numerical label $a_i = 0, 1$.

For a vertex $i$ and a labeling $a$, the move $M_i$ of Reeder’s puzzle changes $a_i$
(from 0 to 1 or from 1 to 0), if vertex $i$ has odd number of neighbors $j$ in $D$ with
$a_j = 1$, and does nothing if $i$ has even number of such neighbors. We say that
two labelings $a, a'$ are equivalent if one can obtain $a'$ from $a$ by a finite sequence
of moves. The corresponding equivalence classes of labelings are the orbits of a
certain Coxeter group. To solve the puzzle means to describe these orbits.

This puzzle was introduced by Mark Reeder [4] in 2005. In 2011 Chih-wen
Weng [5] announced a solution in the case when the graph $D$ is a tree.

When $G$ is as above, and also compact and simply-laced, the set $H^1(\mathbb{R}, G)$ is
in a bijection with the set of orbits of Reeder’s puzzle for the Dynkin diagram
$D$ of $G$. In order to treat the case when $G$ is not simply-laced or not compact,
we generalize Reeder’s puzzle. We solve generalized Reeder’s puzzle for all simply
connected absolutely simple $\mathbb{R}$-groups $G$, which gives an explicit description of
$H^1(\mathbb{R}, G)$, permitting one to answer Questions 1 and 2. Our results have appeared
in [2].

Note that the cardinalities $\#H^1(\mathbb{R}, G)$ were recently computed by Jeffrey Adams
[1]. Later Borovoi and Timashev [3] proposed a combinatorial method based on
the notion of Kac diagram, permitting one to compute easily $\#H^1(\mathbb{R}, H)$ for any
semisimple $\mathbb{R}$-group $H$, not necessarily simply connected. However, it seems that
neither of these alternative approaches permits one to answer Questions 1 and 2
about $(G/H)(\mathbb{R})$, except for the case when $H^1(\mathbb{R}, G) = 1$ (which happens only when $G = \text{SL}(n)$ or $G = \text{Sp}(2n)$).
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